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Notice 
 

The United States Environmental Protection Agency (EPA) through its Office of 
Research and Development (ORD) funded and managed the research described here.  It 
has been peer reviewed by the EPA and approved for publication.  Mention of trade 
names and commercial products does not constitute endorsement or recommendation by 
the EPA for use. 
 
The Scout 2008 software was developed by Lockheed-Martin under a contract with the 
USEPA.   Use of any portion of Scout 2008 that does not comply with the Scout 2008 
User Guide is not recommended. 
 
Scout 2008 contains embedded licensed software.  Any modification of the Scout 2008 
source code may violate the embedded licensed software agreements and is expressly 
forbidden.   
 
The Scout 2008 software provided by the USEPA was scanned with McAfee VirusScan 
and is certified free of viruses. 
 
With respect to the Scout 2008 distributed software and documentation, neither the 
USEPA, nor any of their employees, assumes any legal liability or responsibility for the 
accuracy, completeness, or usefulness of any information, apparatus, product, or process 
disclosed.    Furthermore, the Scout 2008 software and documentation are supplied “as-
is” without guarantee or warranty, expressed or implied, including without limitation, any 
warranty of merchantability or fitness for a specific purpose. 
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Acronyms and Abbreviations 
 

% NDs  Percentage of Non-detect observations 
ACL alternative concentration limit  
A-D, AD Anderson-Darling test 
AM arithmetic mean  
ANOVA Analysis of Variance  
AOC area(s) of concern 
B* Between groups matrix 
BC Box-Cox-type transformation 
BCA bias-corrected accelerated bootstrap method 
BD break down point 
BDL below detection limit 
BTV background threshold value 
BW Black and White (for printing) 
CERCLA Comprehensive Environmental Response, Compensation, and 

Liability Act 
CL compliance limit, confidence limits, control limits 
CLT central limit theorem  
CMLE Cohen’s maximum likelihood estimate 
COPC contaminant(s) of potential concern  
CV Coefficient of Variation, cross validation 
D-D distance-distance 
DA discriminant analysis 
DL detection limit  
DL/2 (t) UCL based upon DL/2 method using Student’s t-distribution 

cutoff value 
DL/2 Estimates estimates based upon data set with non-detects replaced by half 

of the respective detection limits 
DQO data quality objective 
DS discriminant scores 
EA exposure area 
EDF empirical distribution function  
EM expectation maximization  
EPA Environmental Protection Agency  
EPC exposure point concentration 
FP-ROS (Land) UCL based upon fully parametric ROS method using Land’s H-

statistic  
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Gamma ROS (Approx.) UCL based upon Gamma ROS method using the bias-corrected   
accelerated bootstrap method 

Gamma ROS (BCA) UCL based upon Gamma ROS method using the gamma 
approximate-UCL method 

GOF, G.O.F. goodness-of-fit 
H-UCL UCL based upon Land’s H-statistic 
HBK Hawkins Bradu Kaas 
HUBER Huber estimation method 
ID identification code 
IQR interquartile range  
K Next K, Other K, Future K 
KG Kettenring Gnanadesikan 
KM (%) UCL based upon Kaplan-Meier estimates using the percentile 

bootstrap method 
KM (Chebyshev) UCL based upon Kaplan-Meier estimates using the Chebyshev 

inequality 
KM (t) UCL based upon Kaplan-Meier estimates using the Student’s t-

distribution cutoff value 
KM (z) UCL based upon Kaplan-Meier estimates using standard normal 

distribution cutoff value 
K-M, KM Kaplan-Meier 
K-S, KS Kolmogorov-Smirnov  
LMS least median squares 
LN lognormal distribution 
Log-ROS Estimates estimates based upon data set with extrapolated non-detect 

values obtained using robust ROS method 
LPS least percentile squares 
MAD  

Median Absolute Deviation 
Maximum Maximum value 
MC minimization criterion 
MCD minimum covariance determinant 
MCL maximum concentration limit  
MD Mahalanobis distance 
Mean classical average value 
Median Median value 
Minimum Minimum value 
MLE maximum likelihood estimate 
MLE (t) UCL based upon maximum likelihood estimates using Student’s 

t-distribution cutoff value 
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MLE (Tiku) UCL based upon maximum likelihood estimates using the 
Tiku’s method 

Multi Q-Q multiple quantile-quantile plot 
MVT multivariate trimming 
MVUE minimum variance unbiased estimate 
ND non-detect or non-detects 
NERL National Exposure Research Laboratory 
NumNDs Number of Non-detects 
NumObs Number of Observations 
OKG Orthogonalized Kettenring Gnanadesikan 
OLS ordinary least squares 
ORD Office of Research and Development 
PCA principal component analysis 
PCs principal components 
PCS principal component scores 
PLs prediction limits 
PRG preliminary remediation goals 
PROP proposed estimation method 
Q-Q quantile-quantile  
RBC risk-based cleanup  
RCRA Resource Conservation and Recovery Act 
ROS regression on order statistics 
RU remediation unit 
S substantial difference 
SD, Sd, sd standard deviation 
SLs simultaneous limits 
SSL soil screening levels 
S-W, SW Shapiro-Wilk  
TLs tolerance limits 
UCL upper confidence limit  
UCL95, 95% UCL 95% upper confidence limit 
UPL upper prediction limit 
UPL95, 95% UPL 95% upper prediction limit 
USEPA United States Environmental Protection Agency  
UTL upper tolerance limit 
Variance classical variance  
W* Within groups matrix 



 viii

WiB matrix Inverse of W* cross-product B* matrix 
WMW Wilcoxon-Mann-Whitney  
WRS Wilcoxon Rank Sum  
WSR Wilcoxon Signed Rank 
Wsum Sum of weights 
Wsum2  Sum of squared weights 

 
 
  



 ix

Table of Contents 
 

Notice ............................................................................................................................................. iii 
Acronyms and Abbreviations .......................................................................................................... v 

Table of Contents ........................................................................................................................... ix 

Chapter 9 ..................................................................................................................................... 341 
Regression ................................................................................................................................... 341 

9.1 Ordinary Least Squares (OLS) Linear Regression Method ....................................... 343 
9.2 OLS Quadratic/Cubic Regression Method................................................................. 351 
9.3 Least Median/Percentile Squares (LMS/LPS) Regression Method ........................... 357 

9.3.1 Least Percentile of Squared Residuals (LPS) Regression ..................................... 365 
9.4 Iterative OLS Regression Method.............................................................................. 376 
9.5 Biweight Regression Method..................................................................................... 387 
9.6 Huber Regression Method ......................................................................................... 400 
9.7 MVT Regression Method........................................................................................... 411 
9.8 PROP Regression Method ......................................................................................... 422 
9.9 Method Comparison in Regression Module .............................................................. 435 

9.9.1 Bivariate Fits ......................................................................................................... 436 
9.9.2 Multivariate R-R Plots ........................................................................................... 442 
9.9.3 Multivariate Y-Y-hat Plots ..................................................................................... 445 

 
References ................................................................................................................................... 449 
 



 x 

 



 341

Chapter 9 

Regression 
 
The Regression module in Scout also offers most of the classical and robust multiple 
linear regression (including regression diagnostic methods) methods available in the 
current literature, similar to the Outlier/Estimates module.  The multiple linear regression 
model with p explanatory (x-variables, leverage variables) variables is given by: 
 

( )1 2 2 ....i i i ip p iy x x x eb b b= + + + + . 

The residuals, ei, are assumed to be normally distributed as ( )20,N s ; i = 1, 2, …, n.   

The classical ordinary least square (OLS) method has a “0” break down point and can get 
distorted by the presence of even a single outlier, as in the classical mean vector and the 
covariance matrix. 
 
Let    ( )1 2' , ,...,i i i ipx x x x= , ( )1 2' , ,..., pb b b b= .    

The objective here is to obtain a robust and resistant estimate, b̂ , of b  using the data set, 

( ), 'i iy x ; i = 1, 2, …, n.  The ordinary least squares (OLS) estimate,  ˆ
OLSb , of b̂  is 

obtained by minimizing the residual sum of squares; namely, ∑
=

n

i 1
ri

2, where 

OLSiii bxyr ˆ′−= . Like the classical mean, the estimate, ˆ
OLSb , of b  has a “zero” break 

down point.  This means that the estimate, ˆ
OLSb , can take an arbitrarily aberrant value 

even by the presence of a single regression outlier (y-outlier) or leverage point (x-outlier), 
leading to a distorted regression model.  The use of robust procedures that eliminate or 
dampen the influence of discordant observations on the estimates of regression 
parameters is desirable. 
 
In regression applications, anomalies arising out of p-dimension space of the predictor 
variables, (e.g., due to unexpected experimental conditions), are called leverage points.  
Outliers in the response variable (e.g., due to unexpected outcomes, such as unusual 
reactions to a drug), are called regression or vertical outliers.  The leverage outliers are 
divided into two categories: significant leverages (“bad” or inconsistent) and insignificant 
(“good” or consistent) points. 
 
The identification of outliers in a data set and the identification of outliers in a regression 
model are two different problems.  It is very desirable that a procedure distinguishes 
between good and bad outliers.  In practice, in order to achieve high break down point, 
some methods (e.g., LMS method) fail to distinguish between good and bad leverage 
points. 
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In robust regression, the objective is twofold: 1) the identification of vertical (y-outliers, 
regression outliers) outliers and distinguishing between significant and insignificant 
leverage points, and 2) the estimation of regression parameters that are not influenced by 
the presence of the anomalies.  The robust estimates should be in close agreement with 
classical OLS estimates when no outlying observations are present.  Scout also offers 
several formal graphical displays of the regression and leverage results.    
 
Scout provides several methods to obtain multiple linear regression models.  Those 
available options include: 
 

• Ordinary Least Squares Regression (OLS) 
Minimizes the least squared residuals. 

 
• Least Median/Percentile Squares Regression (LMS/LPS) 

Minimizing the “hth” ordered squared residuals (Rousseeuw, 1984). 
 

• Biweight Regression 
Conducted using Tukey’s Biweight criterion (Beaton and Tukey, 1974). 

 
• Huber Regression 

Conducted using Huber influence function (Huber, 1981). 
 

• MVT Regression 
Conducted using Multivariate Trimming Methods (Devlin et al., 1981). 

 
• PROP Regression 

Conducted using PROP influence function (Singh and Nocerino, 1995). 
 
 
Scout also provides the user with the option of identifying leverage outliers.  If the 
leverage option is selected, then the outliers arising in the p-dimensional space of the 
predictor variables (X-space) are identified first.  Those leverage points can be identified 
using various options available in Scout.  The leverage points are identified using the 
same outlier methods as incorporated in the outlier module of Scout.  The MDs for the 
leverage option are computed using the selected x-variables only.  The weights obtained 
used in the leverage option are used at the initial regression option.  The regression option 
is iterated some number of times to identify all of the regression outliers and bad leverage 
points.  This process also distinguishes between good and bad leverage points. 
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9.1 Ordinary Least Squares (OLS) Linear Regression Method 
 
1. Click Regression ► OLS ► Multiple Linear. 
 

 
 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen. 

 
• Click on the “Options” button. 

 

 
 

o The “Display Intervals” check box will display the “Summary 
Table for Prediction and Confidence Limits” in the output sheet. 

 
o The “Display Diagnostics” check box will display the 

“Regression Diagnostics Table” and the “Lack of Fit ANOVA 
Table” (only if there are replicates in the independent variables). 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
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user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Graphics” button and check all boxes. 

 

 
 
 

o A regression line can be drawn in the multivariate setting by 
choosing a single independent (regressor) variable and fixing other 
variables at the provided options using “Regression Line – Fixing 
Other Regressors at” option. 

 
o Specify the confidence or/and prediction band for the regression 

line using the “Confidence Intervals” and the “Prediction 
Intervals” check boxes. 

 
o Specify the “Confidence Level” for the bands. 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click “OK” to continue or “Cancel” to cancel the OLS procedure. 
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Output for OLS Regression. 
Data Set used: Wood (predictor variables p = 5). 
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Output for OLS Regression (continued). 
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Output for OLS Regression (continued). 
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Output for OLS Regression (continued). 
 

 
 

 



 350 

Output for OLS Regression (continued). 
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9.2 OLS Quadratic/Cubic Regression Method 
 
1. Click Regression ► OLS ► Quadratic or Cubic. 
 

 
 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen. 

 
• Click on the “Options” button. 

 

 
 

o The “Display Intervals” check box will display the “Summary 
Table for Prediction and Confidence Limits” in the output sheet. 

 
o The “Display Diagnostics” check box will display the 

“Regression Diagnostics Table” and the “Lack of Fit ANOVA 
Table” (only if there are replicates in the independent variables). 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
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user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Graphics” button and check all boxes. 

 

 
 
 

o “Regression Line – Fixing Other Regressors at” option is not 
used in this quadratic regression module. 

 
o Specify the confidence or/and prediction band for the regression 

line using the “Confidence Intervals” and the “Prediction 
Intervals” check boxes. 

 
o Specify the “Confidence Level” for the bands. 

 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click “OK” to continue or “Cancel” to cancel the OLS procedure. 
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Output for OLS Regression. 
Data Set used: Wood (predictor variables p = 5). 
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Output for OLS Regression (continued). 
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Output for OLS Regression (continued). 
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Output for OLS Regression (continued) – Quadratic Fit. 
 

 
 
 

Output for OLS Regression (continued) – Cubic Fit. 
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9.3 Least Median/Percentile Squares (LMS/LPS) Regression 
Method 

 
Break Down Point of LMS Regression Estimates 
 
The break down (BD) points for LMS (k~0.5) and least percentile of squared residuals 
(LPS, k>0.5) regression methods as incorporated in Scout are summarized in the 
following table.  Note that, LMS is labeled as LPS when k>0.5.  In the following the 
fraction, k is given by 0.5≤ k <1.  For example, for median, the fraction, k =0.5, for 75th 
percentile, fraction, k = 0.75, and so forth.   
 
Approximate Break Down Point for LMS or LPS Regression Estimates 

 
No. of Explanatory Vars., p = 1 
Minimizing Squared Residual  BD 
 Pos = [n/2], k = 0.5   (n-Pos)/n 

Pos = [(n+1)/2]    (n-Pos)/n 
Pos = [(n+p+1)/2]    (n-Pos)/n 

 LPS ~ Pos = [n*k], k > 0.5   (n-Pos)/n 
 
No. of Explanatory Vars., p > 1 
 
Minimizing Squared Residual  BD 
 Pos = [n/2], k = 0.5   (n-Pos-p+2)/n 

Pos = [(n+1)/2]   (n-Pos-p+2)/n 
Pos = [(n+p+1)/2]   (n-Pos-p+2)/n 

 LPS ~ Pos = [n*k], k > 0.5   (n-Pos-p+2)/n 
 
Here [x] = greatest integer contained in x, and k represents a fraction: 0.5 ≤ k <1.  Pos stands for 
position/index of an entry in ordered array (of size n) of squared residuals.  The squared residual at 
position, Pos is being minimized.  For example, when Pos = [n/2], the median of squared residuals is being 
minimized. 
 
1. Click Regression ► LMS. 
 

 
 

2. The “Select Variables” screen (Section 3.3) will appear.  
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• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen. 

    
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button to get the options window and then click 

on “User Specified” in “Subset Search Strategy” box. 
 
 

 
 
 
Note: The Subset Search Strategy allows the user to specify the number of initial subsets of size p+1 to be 

used to obtain the residuals (regression models) from a total of n
p

⎛ ⎞
⎜ ⎟
⎝ ⎠

 subsets.  The user can specify the 

Percentage of Outliers, Outlier Probability (usually closer to 1), and the Minimization Criterion (order of 
the squared residual to minimize) (Leroy and Rousseeuw, 1987). 
 

o Specify “Subsets to Search.”  The default is “<=100,000.” 
 
o Specify “Percentage Outliers.”  The default is “< 25%.” 
 
o Specify “Outlier Probability.”  The default is “0.95.” 
 
o Specify “Minimization Criterion.”  The default is “Median 

Squared Residual.” 
 
o Click on “OK” to continue or “Cancel” to cancel the options. 
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• Click on “Graphics” for the graphics options and specify the preferred 

graphs. 
 

 

 
 

o Specify the required graphs and the input parameters. 
 
o Click on “OK” to continue or “Cancel” to cancel the options. 

 
• Click on “OK” to continue or “Cancel” to cancel the computations. 

 
 
Output example: The data set “WOOD.xls” was used for LMS regression.  It has 5 
predictor variables (p) and 20 observations.  A total of 38760 subsets of size p+1 (6) 
observations were used find the best subset meeting the minimization criterion of least 
median of squared residuals. 
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Output for LMS Regression. 
Data Set used: Bradu (predictor variables p = 5, Minimization Criterion = Median Squared Residuals). 
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Output for LMS Regression (continued). 
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Output for LMS Regression (continued). 
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Output for LMS Regression (continued). 
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Output for LMS Regression (continued). 
 

 
 
Output for LMS Regression (continued). 

 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graph are 
considered to be regression outliers. 
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9.3.1 Least Percentile of Squared Residuals (LPS) Regression 
1. Click Regression ► LMS/LPS. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button to get the options window and then click on 

“User Specified” in “Subset Search Strategy” box. 
 

 
 

o Specify “Subsets to Search All.” The default is “<=100,000.” 
 
o Specify “Percentage Outliers.” The default is “<25%.” 
 
o Specify “Outlier Probability.” The default is “0.95.” 
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o Specify “Minimization Criterion” as “Percentile Squared Res.”  

The default is “0.75.” 
 
o Click on “OK” to continue or “Cancel” to cancel the options. 

 
• Click on “Graphics” for the graphics options and specify the preferred 

graphs. 
 

 

 
 
 

o Click on “OK” to continue or “Cancel” to cancel the options. 
 

• Click on “OK” to continue or “Cancel” to cancel the computations. 
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Output for LPS Regression. 
Data Set used: Bradu (predictor variables p = 3, Minimization Criterion = 0.75 percentile). 
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Output for LPS Regression (continued). 
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Output for LPS Regression (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for LPS Regression (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for LPS Regression (continued). 
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Output for LPS Regression. 
Data Set used: Bradu (predictor variables p = 3, Minimization Criterion = 0.9 percentile). 
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Output for LPS Regression (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for LPS Regression (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for LPS Regression (continued). 
 

 
 

 
The 75th percentile minimization criterion finds 14 observations (1, 2, 3, 4, 5, 6, 7, 8, 9 and 10) as outliers 
and 90th percentile minimization criterion finds four observations (11, 12, 13 and 14) as outliers. 
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9.4 Iterative OLS Regression Method 
1. Click Regression ► Iterative OLS. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button to get the options window. 

 

 
 

o Specify the “Regression Value.” The default is “0.05.” 
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o Specify the “Number of Regression Iterations.” The default 
is”10.” 

 
o Specify the “Regression MDs Distribution.” The default is 

“Beta.” 
 
o Specify the “Identify Leverage Points.” The default is “On.” 
 
o Specify the “Select Leverage Distance Method.”  The default is 

“PROP.” 
 
o Specify the “Number of Leverage Iterations.” The default 

is”10.” 
 
o Specify the “Leverage Initial Distances” The default is “OKG 

(Maronna Zamar).” 
 
o Specify the “Leverage Value.” The default is “0.05.” 
 
o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click on the “Graphics” button to get the options window. 
 

 
 

o Specify the preferred plots and the input parameters. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click “OK” to continue or “Cancel” to cancel the computations. 

 



 378 

 
Output example: The data set “BRADU.xls” was used for iterative OLS regression.  It 
has 3 predictor variables (p) and 75 observations.  When the “Leverage” option is on, the 
leverage distances are calculated and outlying observations are obtained iteratively using 
initial estimates as median and OKG matrix and the leverage option as PROP (i.e., using 
PROP influence function).  Then the weights are assigned to observations and those 
weights are used in finding the regression outliers iteratively.  When the leverage option 
is off, all observations are assigned one (1) as weights and then the regression outliers are 
found iteratively.  Finally, the estimated regression parameters are calculated. 
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Output for Iterative OLS (Leverage ON with PROP function and OKG initial start). 
Data Set Used: Bradu (predictor variables p = 3). 
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Output for Iterative OLS (Leverage ON) (continued). 
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Output for Iterative OLS (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for Iterative OLS (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for Iterative OLS (Leverage ON) (continued). 
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Interpretation of Graphs: Observations which are outside of the horizontal lines in both of the graphs are 
considered to be regression outliers.  The observations to the right of the vertical lines are considered to be 
leverage outliers.  Observations between the horizontal and to the right of the vertical lines represent good 
leverage points. 
 
Question: What are really bad leverage points for this data set in the context of a regression model?  
 
Answer: There are contradictory opinions in this respect.  So far as outliers are considered, several 
methods (e.g., MCD, PROP) can identify all of the 14 outliers present in this data set. However, 
observations 1 through 10 should be considered to be good leverage points as they enhance the regression 
model and increase the coefficient of determination.  Without those 10 points, fitting a regression model to 
the rest of the 65 points is meaningless.   Observations 11 through 14 are outliers and bad leverage points. 
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Output for Iterative OLS (Leverage OFF). 
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Output for Iterative OLS (Leverage OFF) (continued). 
 

 

 
 
 

(The complete regression table is not shown.) 
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Output for Iterative OLS (Leverage OFF) (continued). 
 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graph are 
considered to be regression outliers.  The Leverage Distances vs. Standardized residuals plot is not 
produced.  The sequential classical method failed to identify all of the regression outliers. 
 
 
9.5 Biweight Regression Method 
1. Click Regression ► Biweight. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
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• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button to get the options window. 

 
 

 
 
 

o Specify the “Regression Value.” The default is “4.” 
 
o Specify the “Number of Regression Iterations.” The default is 

“10.” 
 
o Specify the “Regression MDs Distribution.” The default is 

“Beta.” 
 
o Specify “Identify Leverage Points.” The default is “On.” 
 
o Specify the “Select Leverage Distance Method.”  The default is 

“PROP.” 
 
o Specify the “Number of Leverage Iterations.” The default 

is”10.” 
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o Specify the “Leverage Initial Distances” The default is “OKG 

(Maronna Zamar).” 
 
o Specify the “Leverage Value.” The default is “0.05.” 
 
o Click “OK” to continue or “Cancel” to cancel the options 
 

• Click on the “Graphics” button to get the options window. 
 

 
 

o Specify the preferred plots and the input parameters. 
 
o Click “OK” to continue or “Cancel” to cancel the options 

 
• Click “OK” to continue or “Cancel” to cancel the computations. 
 

 
Output example: The data set “DEFINE.xls” was used for Biweight regression.  It has 1 
predictor variables (p) and 26 observations.  When the “Leverage” option is on, the 
leverage distances are calculated and outlying observations are obtained iteratively using 
initial estimates as median and OKG matrix and the leverage option as PROP (i.e., using 
PROP influence function).  Then the weights are assigned to observations and those 
weights are used in the finding the regression outliers iteratively.  When the leverage 
option is off, all observations are assigned one (1) as weights and then the regression 
outliers are found using the Biweight tuning constant iteratively.  Finally, the estimated 
regression parameters are calculated. 
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Output for Biweight (Leverage ON). 
Data Set Used: Define (predictor variables p = 1). 
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Output for Biweight (Leverage ON) (continued). 
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Output for Biweight (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for Biweight (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for Biweight (Leverage ON) (continued). 
 

 
 

 
 



 395

Output for Biweight (Leverage ON) (continued). 
 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graphs are 
considered to be regression outliers.  The observations to the right of the vertical lines are considered to be 
leverage outliers.  The regression lines are produced since there is only one predictor variable. 
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Output for Biweight (Leverage OFF). 
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Output for Biweight (Leverage OFF) (continued). 
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Output for Biweight (Leverage OFF) (continued). 
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Output for Biweight (Leverage OFF) (continued). 
 

 
 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graph are 
considered to be regression outliers.  The Leverage Distances vs. Standardized residuals plot is not 
produced even if checked on.  The regression lines are produced since there is only one predictor variable. 
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9.6 Huber Regression Method 
1. Click Regression ► Huber. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button to get the options window. 

 

 
 

o Specify the “Regression Value.” The default is “0.05.” 
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o Specify the “Number of Regression Iterations.” The default 
is”10.” 

 
o Specify the “Regression MDs Distribution.” The default is 

“Beta.” 
 
o Specify the “Identify Leverage Points.” The default is “On.” 
 
o Specify the “Select Leverage Distance Method.” The default is 

“PROP.” 
 
o Specify the “Number of Leverage Iterations.”  The default 

is”10.” 
 
o Specify the “Leverage Initial Distances.” The default is “OKG 

(Maronna Zamar).” 
 
o Specify the “Leverage Value.” The default is “0.05.” 
 
o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click on the “Graphics” button to get the options window. 

 

 
 

o Specify the preferred plots and the input parameters. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click “OK” to continue or “Cancel” to cancel the computations. 
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Output example: The data set “BRADU.xls” was used for Huber regression.  It has 3 
predictor variables (p) and 75 observations.  When the “Leverage” option is on, the 
leverage distances are calculated and outlying observations are obtained iteratively using 
initial estimates as median and OKG matrix and the leverage option as PROP (i.e., using 
PROP influence function).  Then the weights are assigned to observations and those 
weights are used in the finding the regression outliers iteratively.  When the leverage 
option is off, all observations are assigned one (1) as weights and then the regression 
outliers are found using the Huber function iteratively.  Finally, the estimated regression 
parameters are calculated. 
 
Output for Huber (Leverage ON). 
Data Set Used: Bradu (predictor variables p = 3). 
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Output for Huber (Leverage ON) (continued). 
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Output for Huber (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for Huber (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for Huber (Leverage ON) (continued). 
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Output for Huber (Leverage ON) (continued). 
 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graphs are 
considered to be regression outliers.  The observations to the right of the vertical lines are considered to be 
leverage outliers.  Regression lines are not produced since there are three predictor variables.  Select other 
“X” variables by using the drop-down bar in the graphics panel and click on “Redraw.” 
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Output for Huber (Leverage OFF). 
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Output for Huber (Leverage OFF) (continued). 
 

 
 

(The complete regression table is not shown.) 
 

 



 410 

Output for Huber (Leverage OFF) (continued). 
 

 
 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graph are 
considered to be regression outliers.  The Leverage Distances vs. Standardized residuals plot is not 
produced even if checked on.  Regression lines are not produced since there are three predictor variables.  
Select other “X” variables by using the drop-down bar in the graphics panel and click on “Redraw.” 
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9.7 MVT Regression Method 
1. Click Regression ► MVT. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button to get the options window. 

 

 
 
 

o Specify the “Regression Value.” The default is “0.05.” 
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o Specify the “Number of Regression Iterations.” The default 
is”10.” 

 
o Specify the “Regression MDs Distribution.” The default is 

“Beta.” 
 
o Specify the “Identify Leverage Points.” The default is “On.” 
 
o Specify the “Select Leverage Distance Method.” The default is 

“PROP.” 
 
o Specify the “Number of Leverage Iterations.” The default 

is”10.” 
 
o Specify the “Leverage Initial Distances” The default is “OKG 

(Maronna Zamar).” 
 
o Specify the “Leverage Value.” The default is “0.05.” 
 
o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click on the “Graphics” button to get the options window. 
 

 

 
 

o Specify the preferred plots and the input parameters. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click “OK” to continue or “Cancel” to cancel the computations. 



 413

 
 
Output example: The data set “STACKLOSS.xls” was used for MVT regression.  It has 
3 predictor variables (p) and 21 observations.  When the “Leverage” option is on, the 
leverage distances are calculated and outlying observations are obtained iteratively using 
initial estimates as median and OKG matrix and the leverage option as PROP (i.e., using 
PROP influence function).  Then the weights are assigned to observations and those 
weights are used in the finding the regression outliers iteratively.  When the leverage 
option is off, all observations are assigned one (1) as weights and then the regression 
outliers are found using the trimming percentage and a critical alpha iteratively.  Finally, 
the estimated regression parameters are calculated. 
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Output for MVT (Leverage ON). 
Data Set Used: Stackloss (predictor variables p = 3). 
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Output for MVT (Leverage ON) (continued). 
 

 

 
 

(The complete regression table is not shown.) 
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Output for MVT (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for MVT (Leverage ON) (continued). 
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Output for MVT (Leverage ON) (continued). 
 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graphs are 
considered to be regression outliers.  The observations to the right of the vertical lines are considered to be 
leverage outliers.  The regression lines are not produced since there are three predictor variables.  Select 
other “X” variables by using the drop-down bar in the graphics panel and click on “Redraw.” 
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Output for MVT (Leverage OFF).   
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Output for MVT (Leverage OFF) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for MVT (Leverage OFF) (continued). 
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Output for MVT (Leverage OFF) (continued). 
 

 
 
Interpretation of Graphs: Observations which are outside of the horizontal lines in the graph are 
considered to be regression outliers.  The Leverage Distances vs. Standardized residuals plot is not 
produced even if checked on.  Regression lines are not produced since there are three predictor variables.  
Select other “X” variables by using the drop-down bar in the graphics panel and click on “Redraw.”  
 
Note: There are at least four regression outliers (1, 3, 4, and 21) in the data set of size 21on the previous 
page.  However, the trimming percentage selected is only 5%, which is equivalent to one outlier in the data 
set of size 21.  The user may want to use the MVT method with a higher trimming percentage to identify all 
of the outliers.    
 
 
9.8 PROP Regression Method 
1. Click Regression ► PROP. 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
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• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on the “Options” button to get the options window. 

 

 
 

o Specify the “Regression Value.” The default is “0.05.” 
 
o Specify the “Number of Regression Iterations.” The default 

is”10.” 
 
o Specify the “Regression MDs Distribution.” The default is 

“Beta.” 
 
o Specify the “Identify Leverage Points.” The default is “On.” 
 
o Specify the “Select Leverage Distance Method.” The default is 

“PROP.” 
 
o Specify the “Number of Leverage Iterations.” The default 

is”10.” 
 
o Specify the “Leverage Initial Distances.” The default is “OKG 

(Maronna Zamar).” 
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o Specify the “Leverage Value.” The default is “0.05.” 
 
o Click “OK” to continue or “Cancel” to cancel the options. 
 

• Click on the “Graphics” button to get the options window. 
 

 

 
 

o Specify the preferred plots and the input parameters. 
 
o Click “OK” to continue or “Cancel” to cancel the options. 

 
• Click “OK” to continue or “Cancel” to cancel the computations. 

 
Output example: The data set “STARCLS.xls” was used for PROP regression.  It has 1 
predictor variables (p) and 47 observations.  When the “Leverage” option is on, the 
leverage distances are calculated and outlying observations are obtained iteratively using 
initial estimates as median and OKG matrix and the leverage option as PROP (i.e., using 
PROP influence function).  Then the weights are assigned to observations and those 
weights are used in the finding the regression outliers iteratively.  When the leverage 
option is off, all observations are assigned one (1) as weights and then the regression 
outliers are found using the PROP function iteratively.  Finally the estimated regression 
parameters are calculated. 
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Output for PROP (Leverage ON). 
Data Set Used: Star Cluster (predictor variables p = 1). 
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Output for PROP (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for PROP (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for PROP (Leverage ON) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Output for PROP (Leverage ON) (continued). 
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Output for PROP (Leverage ON) (continued). 
 

 
 

Interpretation of Graphs: Observations which are outside of the horizontal lines on the residual Q-Q plot 
or on the residual versus unsquared leverage distances represent regression outliers.  Observations lying to 
the right of the vertical lines represent leverage outliers, leverage points lying between the two horizontal 
lines represent good leverage points, and the rest of the leverage points represent bad leverage points.  Both 
the classical and robust regression lines are also shown on the y vs. x scatter plot.    
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Output for PROP (Leverage OFF).   
In order to demonstrate the usefulness of the leverage options (when several leverage points may be 
present), the Star cluster data is considered again with the leverage option off. 
The output thus obtained is given as follows. 
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Output for PROP (Leverage OFF) (continued). 
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Output for PROP (Leverage OFF) (continued). 
 

 
 

(The complete regression table is not shown.) 
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Q-Q plot of Standardized Output for PROP (Leverage OFF).   
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Q-Q plot of Standardized Output for PROP (Leverage OFF).   

 

 
 
Interpretation of Graphs: Observations (if any) lying outside of the horizontal lines in the Q-Q plot are 
considered to be regression outliers.  The Leverage Distances vs. standardized residuals plot is not 
produced as the leverage option was not activated.  Regression lines are produced since there is only one 
predictor variable.  It is easy to see from the above graph (where both the classical and robust regression 
lines are overlapping and attracted toward the outliers) that one should use the leverage option to properly 
identify all of the leverage points.  Once the leverage points are identified, the robust regression method 
should be used to distinguish between the good and bad leverage points.  
   
 

9.9 Method Comparison in Regression Module 
 
The “Method Comparison” option in the “Regression” drop-down menu can be used to 
compare the regression estimates of bivariate data obtained using various classical and 
robust regression methods.  Regression lines for the selected regression methods are 
drawn on two-dimensional scatter plots.  These comparisons are done in the “Bivariate 
Regression Fits” drop-down menu.  The method comparison module also compares the 
residuals obtained by a single regression method against residuals obtained from one or 
more methods.  A comparison of fits (Y-hat) from one method against fits from the other 
methods is done in a similar way. These comparisons of the residuals and fits from the 
various regression methods are done in “R-R Plots” and “Y-Y-hat Plots,” respectively. 
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9.9.1 Bivariate Fits 
 
1. Click Regression ► Method Comparison ► Bivariate Regression Fits. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

 
 

• Select the Y axis variable and the X axis variable from the “Select 
Variables to Graph” screen.    

 
• If the results have to be produced by using a Group variable, then select a 

group variable by clicking the arrow below the “Group by Variable” 
button.  This will result in a drop-down list of available variables.  The 
user should select and click on an appropriate variable representing a 
group variable.    

 
• Click on “Options” for method comparison options. 
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o The options in the window shown above represent the different 
options. 

 

 
 

o The options selected in the window shown above are the options 
for the regression methods without the leverage option. 
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 The “Iterative OLS w/o Leverage” requires the input of a 
“Critical Alpha.” 

 The “Biweight w/o Leverage” requires the input of a 
“Tuning Constant.” 

 The “Huber w/o Leverage” requires the input of an 
“Influence Function Alpha.” 

 The “MVT w/o Leverage” requires the input of a “Critical 
Alpha” and a “Trimming Percentage.” 

 The “PROP w/o Leverage” requires the input of an 
“Influence Function Alpha.” 

 

 
 

o Options in the window selected above represent options for the 
regression methods with leverage. 

 
 The “Leverage Distance Method” remains the same for 

any of the regression methods. 

 The “Classical” and “Sequential Classical” requires the 
input of a “Critical Alpha” 

 The “Huber” and “PROP” requires the input of an 
“Influence Function Alpha” and the “Leverage MDs 
Distribution.” 

 The “MVT” requires the input of a “Critical Alpha” and a 
“Trimming Percentage.” 

 The Leverage Distance Method requires an “Initial 
Leverage Estimates” selection to start the computations. 
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Graphical Display for Method Comparisons Option. 
Data Set: Bradu (X1 vs. Y). 
Methods: OLS, LMS, PROP w/o Leverage (PROP influence function alpha for regression outliers = 0.2). 

 
 
Data Set: Bradu (X3 vs. Y). 
Methods: OLS, LMS, PROP w/o Leverage (PROP influence function alpha = 0.2).  
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It is noted that the LMS (green line) method finds different sets of outliers when 
compared to the PROP (violet line) method.  As shown earlier, in multiple linear LMS 
regression of y on x1, x2, and x3, observations 1 through 10 were identified as regression 
outliers (and bad leverage points).  Here the LMS regression of y on x1 (and also of y on 
x2) also identified the first 10 points as regression outliers; whereas the LMS regression 
of y on x3 identified observations 11, 12, 13, and 14 as bad leverages and regression 
outliers.  However, the PROP method, without the leverage option, identified 
observations 11, 12, 13, and 14 as regression outliers and bad leverage points for all of 
the regression models: y vs. x1, x2, and x3; y vs. x1; y vs. x2; and y vs. x3.  In practice, it 
is desirable to supplement statistical results with graphical displays.  In the present 
context, graphical displays also help the user to determine points that may represent good 
(or bad) leverage points.  Without the first 10 points, this data set should be used to 
obtain any regression model.     
 
 
Output for Method Comparisons. 
Data Set: Bradu (X1 vs. Y). 
Methods: PROP w/o Leverage (influence function alpha = 0.2), PROP with Leverage (initial estimate as 
OKG, influence function as 0.05), and OLS. 
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Output for Method Comparisons. 
Data Set: Bradu (X1 vs. Y). 
Methods: All (12 methods). 
 

 
 

As mentioned before, the user should select the various options carefully.  It is suggested 
not to select all of the available options to generate a single graph.  Such a graph will be 
cluttered with many regression lines.  This is illustrated in the above figure.    
 
Note: Sometimes a line will be outside the frame of the graph.  In such cases, a warning message (in 
orange) will be printed in the Log Panel.    
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9.9.2 Multivariate R-R Plots 
1. Click Regression ► Method Comparison ► Multivariate R-R Plot. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• Click on the “Options” button to get the options window. 

o The options in the window shown below are the options when all 
the check-boxes in the “Method(s) for Residuals on Y-Axis” are 
checked.  The default option is of plotting the “Observed Y” 
against “OLS” residuals. 
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o The options required for the various regression methods are 
discussed in the previous sections of this chapter. 

o Select a method for X-axis and one or more methods for the Y-
axis. 

o Specify the required parameters of the selected methods in the 
various options boxes. 

o “Display User Selections” option stores the user selected options 
for the various methods into a new worksheet for reference. 

o “Store Residuals to Worksheet” options stores the residuals of 
each of the selected y-axis methods and the x-axis method in a new 
worksheet. 

o Click on “OK” to continue or “Cancel” to cancel the options 
window. 

• Click on “OK” to continue or “Cancel” to cancel the generation of R-R 
Plots. 

 

Output for R-R Plots. 
Data Set: Bradu. 
Methods: 13 (All) methods on Y-axis vs. Observed Y on X-axis. 
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Data Set: Bradu. 
Methods: 5 (OLS, LMS, Biweight, Huber and PROP with leverages) methods on Y-axis vs. OLS on X-
axis. 
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9.9.3 Multivariate Y-Y-hat Plots 
1. Click Regression ► Method Comparison ► Multivariate Y-Y-hat Plot. 
 

 
 
2. The “Select Variables” screen (Section 3.3) will appear.    
 

• Select the dependent variable and one or more independent variables from 
the “Select Variables” screen.    

 
• Click on the “Options” button to get the options window. 

o The options in the window shown below are the options when all 
the check-boxes in the “Method(s) for Fits on Y-Axis” are 
checked.  The default option is of plotting the “Observed Y” 
against “OLS” fits. 
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o The options required for the various regression methods are 
discussed in the previous sections of this chapter. 

o Select a method for X-axis and one or more methods for the Y-
axis. 

o Specify the required parameters of the selected methods in the 
various options boxes. 

o “Display User Selections” option stores the user selected options 
for the various methods into a new worksheet for reference. 

o “Store Residuals to Worksheet” options stores the residuals of 
each of the selected y-axis methods and the x-axis method in a new 
worksheet. 

o Click on “OK” to continue or “Cancel” to cancel the options 
window. 

• Click on “OK” to continue or “Cancel” to cancel the generation of Y-Y-
hat Plots. 

 

Output for Y-Y-hat Plots. 
Data Set: Bradu. 
Methods: 13 (All) methods on Y-axis vs. Observed Y on X-axis. 
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Data Set: Bradu. 
Methods: 5 (OLS, LMS, Biweight, and PROP with leverages) methods on Y-axis vs. OLS on X-axis. 
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Data Set: Bradu. 
Methods: 3 (OLS, PROP with and without leverage) methods on Y-axis vs. PROP with leverage on X-
axis. 
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