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Notice

The United States Environmental Protection Agency (EPA) through its Office of
Research and Development (ORD) funded and managed the research described here. It
has been peer reviewed by the EPA and approved for publication. Mention of trade
names and commercial products does not constitute endorsement or recommendation by
the EPA for use.

The Scout 2008 software was developed by Lockheed-Martin under a contract with the
USEPA. Use of any portion of Scout 2008 that does not comply with the Scout 2008
User Guide is not recommended.

Scout 2008 contains embedded licensed software. Any modification of the Scout 2008
source code may violate the embedded licensed software agreements and is expressly
forbidden.

The Scout 2008 software provided by the USEPA was scanned with McAfee VirusScan
and is certified free of viruses.

With respect to the Scout 2008 distributed software and documentation, neither the
USEPA, nor any of their employees, assumes any legal liability or responsibility for the
accuracy, completeness, or usefulness of any information, apparatus, product, or process
disclosed. Furthermore, the Scout 2008 software and documentation are supplied “as-
is” without guarantee or warranty, expressed or implied, including without limitation, any
warranty of merchantability or fitness for a specific purpose.
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Executive Summary

The Scout 2008 version 1.00.01 software package provides a wide variety of classical
and robust statistical methods that are not typically available in other commercial
software packages. A major part of Scout deals with classical, robust, and resistant
univariate and multivariate outlier identification, and robust estimation methods that have
been available in the statistical literature over the last three decades. Outliers in a data set
represent those observations which do not follow the pattern displayed by the majority
(bulk) of the data. It should be pointed out that all of the outlier identification methods
are meant to identify outliers in a data set typically representing a single population.
Outlier identification methods are not meant to be used on clustered data sets
representing mixture data sets, especially when more than two clusters may be present in
the data set. On data sets having several clusters, other methods such as cluster analysis
and principal component analysis may be used.

Several robust estimation and outlier identification methods that have been incorporated
into Scout 2008 include: the iterative classical method, the iterative influence function
(e.g., Biweight, Huber, PROP)-based M-estimates method, the multivariate trimming
(MVT) method, the least median-of-squared residuals (LMS) regression method, and the
minimum covariance determinant (MCD) method. Some initial choices for the iterative
estimation of location and scale are also available in Scout 2008, including the
orthogonalized Kettenring and Gnanadesikan (OKG) method; the median, median
absolute deviation (MAD), or interquartile range (IQR)-based methods; and the MCD
method. Scout offers classical and robust methods to estimate: the multivariate location
and scale, classical and robust intervals, classical and robust prediction and tolerance
ellipsoids, multiple linear regression parameters, principal components (PCs), and
discriminant (Fisher, linear, and quadratic) functions (DFs). The discriminant analysis
module of Scout can perform cross validation using several methods, including leave-
one-out (LOO), split samples, M-fold validation, and bootstrap methods. For both
univariate and multivariate data sets, Scout also has a QA/QC module that can be used to
compare test (e.g., polluted site, new drug) data set with training (e.g., reference,
background, placebo) data set.

Below detection limit (BDL) observations or non-detect (ND) data are inevitable in many
environmental and chemometrics applications. Scout has several univariate graphical
(e.g., box plots, index plots, multiple quantile-quantile (Q-Q) plots) and inferential
methods that can be used on full uncensored data sets and also on left-censored data sets
with below detection limit (DL) observations. Specifically, Scout can be used to:
compute and graph various interval estimates, perform typical univariate goodness-of-fit
(GOF) tests, and perform single and two-sample hypothesis tests on uncensored data sets
and left-censored data sets with NDs potentially consisting of multiple detection limits.
For univariate data sets with NDs, statistical inference methods (e.g., intervals and
hypothesis testing) available in Scout 2008 include simple substitution methods (0, DL/2,
and DL), regression on order statistics (ROS) methods, and the Kaplan-Meier (KM)



method. For multivariate data sets with ND observations, Scout can compute mean
vector, covariance matrix, prediction and tolerance ellipsoids, and principal components
using the Kaplan-Meier method. For multivariate data sets with NDs, Scout can also
generate Q-Q plot of Mahalanobis distances (MDs) and prediction and tolerance
ellipsoids.

In Scout 2008, emphasis is given to graphical displays of multivariate data sets. Most of
the classical and robust methods in Scout are supplemented with formal multivariate
classical and robust graphical displays, including the quantile-quantile (Q-Q) plots of the
Mahalanobis distances (MDs); control-chart-type index plots of the MDs; distance-
distance (D-D) plots; Q-Q plot and index plot of residuals; residual versus leverage
distance plots; residual versus residual (R-R) and Y versus Y-hat plots; Q-Q plots of PCs;
scatter plots of raw data, PC scores, and DF scores with prediction or tolerance ellipsoids
superimposed on the respective scatter plots. Those graphical displays can be formalized
by drawing appropriate limits at the critical values of the MDs and Max-MD obtained
using the exact scaled beta distribution of the MDs or an approximate chi-square
distribution of the MDs. Some graphical methods comparison methods are also available
in Scout so that one can graphically compare the performances (e.g., in terms of
identifying appropriate outliers and producing best regression fits) of those methods.
Specifically, Scout can be used to display multiple D-D plots and R-R plots, multiple
linear regression fits, and tolerance ellipsoids or prediction ellipsoids for the various
outlier identification methods on the same graph. On these graphs, all observations can be
labeled simultaneously or individually by using a mouse. For grouped data, observations
can also be labeled by group ID; and group assignment of selected observations can be
changed and saved interactively using the computer monitor and mouse.

Scout 2008 also offers GOF test statistics to assess multivariate normality. Several GOF
test statistics, including the multivariate kurtosis, the skewness, and the correlation
coefficient between the ordered MDs and the scaled beta (or chi-square) distribution
quantiles, are displayed on a Q-Q plot of the MDs. The associated critical values of those
GOF test statistics (obtained via extensive simulation experiments) are also displayed on
the graphical displays of the Q-Q plots of the MDs. Some approximate multinormality
GOF test statistics (e.g., standardized kurtosis, omnibus test) and their p-values are also
displayed on a Q-Q plot of MDs.

Two standalone software packages, ProUCL 4.00.04 and ParallAX, have also been
incorporated into Scout 2008. ProUCL 4.00.04 is a statistical software package
developed to address environmental applications, whereas the ParallAX software offers
graphical and classification tools to analyze multivariate data using the parallel
coordinates.
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% NDs
ACL
A-D, AD
AM
ANOVA
AOC

B*

BC

BCA

BD

BDL
BTV
BW
CERCLA

CL
CLT
CMLE
COPC
CvV
D-D
DA

DL
DL/2 (t)

DL/2 Estimates

DQO
DS
EA
EDF
EM
EPA
EPC

FP-ROS (Land)

Acronyms and Abbreviations

Percentage of Non-detect observations
alternative concentration limit

Anderson-Darling test

arithmetic mean

Analysis of Variance

area(s) of concern

Between groups matrix

Box-Cox-type transformation
bias-corrected accelerated bootstrap method
break down point

below detection limit

background threshold value

Black and White (for printing)

Comprehensive Environmental Response, Compensation, and
Liability Act

compliance limit, confidence limits, control limits

central limit theorem

Cohen’s maximum likelihood estimate
contaminant(s) of potential concern
Coefficient of Variation, cross validation
distance—distance

discriminant analysis
detection limit

UCL based upon DL/2 method using Student’s t-distribution
cutoff value

estimates based upon data set with non-detects replaced by half
of the respective detection limits

data quality objective

discriminant scores

exposure area

empirical distribution function

expectation maximization

Environmental Protection Agency

exposure point concentration

UCL based upon fully parametric ROS method using Land’s H-
statistic

Vil



Gamma ROS (Approx.)
Gamma ROS (BCA)

GOF, G.O.F.
H-UCL
HBK
HUBER

ID

IQR

K

KG

KM (%)

KM (Chebyshev)
KM ()

KM (2)

K-M, KM

K-S, KS

LMS

LN

Log-ROS Estimates

LPS
MAD

Maximum
MC

MCD
MCL

MD
Mean
Median
Minimum
MLE
MLE (t)
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UCL based upon Gamma ROS method using the bias-corrected
accelerated bootstrap method

UCL based upon Gamma ROS method using the gamma
approximate-UCL method

goodness-of-fit

UCL based upon Land’s H-statistic
Hawkins Bradu Kaas

Huber estimation method
identification code

interquartile range

Next K, Other K, Future K

Kettenring Gnanadesikan

UCL based upon Kaplan-Meier estimates using the percentile
bootstrap method

UCL based upon Kaplan-Meier estimates using the Chebyshev
inequality

UCL based upon Kaplan-Meier estimates using the Student’s t-
distribution cutoff value

UCL based upon Kaplan-Meier estimates using standard normal
distribution cutoff value

Kaplan-Meier
Kolmogorov-Smirnov
least median squares

lognormal distribution

estimates based upon data set with extrapolated non-detect
values obtained using robust ROS method

least percentile squares

Median Absolute Deviation
Maximum value

minimization criterion

minimum covariance determinant
maximum concentration limit
Mabhalanobis distance

classical average value

Median value

Minimum value

maximum likelithood estimate

UCL based upon maximum likelihood estimates using Student’s
t-distribution cutoff value



MLE (Tiku)

Multi Q-Q
MVT
MVUE
ND
NERL
NumNDs
NumObs
OKG
OLS

ORD

PCA
PCs

PCS
PLs
PRG
PROP
Q-Q
RBC

RCRA
ROS

RU

S
SD, Sd, sd
SLs

SSL
S-W, SW
TLs

UCL

UCL95, 95% UCL

UPL

UPL9S, 95% UPL

USEPA
UTL

Variance
W*

UCL based upon maximum likelihood estimates using the
Tiku’s method

multiple quantile-quantile plot
multivariate trimming

minimum variance unbiased estimate
non-detect or non-detects

National Exposure Research Laboratory
Number of Non-detects

Number of Observations

Orthogonalized Kettenring Gnanadesikan
ordinary least squares

Office of Research and Development
principal component analysis

principal components
principal component scores
Prediction limits

preliminary remediation goals
proposed estimation method

quantile-quantile

risk-based cleanup
Resource Conservation and Recovery Act

Regression on order statistics

remediation unit
substantial difference
standard deviation

simultaneous limits
soil screening levels
Shapiro-Wilk
tolerance limits

upper confidence limit
95% upper confidence limit

upper prediction limit

95% upper prediction limit

United States Environmental Protection Agency
upper tolerance limit

classical variance

Within groups matrix

X



WiB matrix
WMW
WRS

WSR
Wsum
Wsum?2

Inverse of W* cross-product B* matrix
Wilcoxon-Mann-Whitney

Wilcoxon Rank Sum

Wilcoxon Signed Rank

Sum of weights

Sum of squared weights
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Software Used to Develop Scout 2008

Scout 2008 (Scout) has been developed in the Microsoft .NET Framework using the C#
programming language to run under the Microsoft Windows XP operating systems. As
such, to properly run Scout, the computer using the program must have the .NET
Framework pre-installed. The downloadable .NET files can be found at one of the
following two Web sites:

o http://msdn2.microsoft.com/en-us/netframework/default.aspx
Note: Download .NET version 1.1

e http://www.microsoft.com/downloads/details.aspx?Familyld=262D25E3-
F589-4842-8157-034D1E7CF3A3&displaylang=en

The Scout source code uses the following embedded licensed software:

Chart FX 6.2 (for graphics), http://www.softwarefx.com

Quinn-Curtis QCChart 3D Charting Tools for .Net (for graphics),
http://www.quinn-curtis.com

NMath (for mathematical and statistical libraries), http://www.centerspace.net/

FarPoint (for spreadsheet applications), http:// www.fpoint.com/
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Chapter 1
Introduction

This chapter briefly summarizes statistical methods incorporated in Scout, which are not
readily available in commercial and freeware software packages. Therefore, only those
modules of Scout consisting of such methods are briefly discussed in this chapter. Please
note that at the time of writing this Scout 2008 User Guide, resources were not available
for producing a Scout 2008 Technical Guide, which would discuss the theory used in the
Scout 2008 software in much more detail. A technical guide is planned. However, in the
meantime, for theoretical inquiries, please consult the Bibliography given at the end of
this user guide.

1.1 Methods to Handle Data Sets with Below Detection Limit
Observations

The “Data” module of Scout offers several imputation (e.g., via regression on order
statistics) and substitution (e.g., replacing non-detects (NDs) by DLs or DL/2) methods
that can be used to estimate or extrapolate non-detect data consisting of multiple
detection limits (DLs). Specifically, this module has some univariate imputation (e.g., via
regression on order statistics (ROS) — for normal, lognormal, and gamma distributions)
and substitution (e.g., replacing NDs by 0, DL, DL/2, or uniform random variables)
methods that can be used to estimate and/or extrapolate non-detect observations present
in a left-censored data with ND observations. Whenever applicable, transformation and
imputation methods in Data module can also be used on data sets consisting of multiple
groups (e.g., perform z-transform, log ROS (LROS)). One may use the transformation
module on a multivariate data set with NDs before using a multivariate method (e.g.,
Regression, PCA, and DA) on that data set. It should be noted that for multivariate data
sets with NDs, Scout can estimate mean vector and covariance matrix using the Kaplan-
Meier (1958) method which does not require the imputation of NDs before using
statistical methods such as principal component analysis (PCA). Some basic tools to
estimate missing observations and bivariate transformation operations are also available
in this Data module. The Stats/GOF module of Scout offers several parametric and
nonparametric (including Kaplan-Meier, regression on order statistics (ROS), and
bootstrap methods) univariate statistical methods that can be used on left-censored data
sets with non-detect observations potentially having multiple detection limits. For both
uncensored and left-censored data sets, Scout can compute a variety of parametric and
nonparametric interval estimates, including: the confidence interval for the mean,
prediction intervals, and tolerance intervals. The Stats/GOF module also has univariate
goodness-of-fit (GOF) tests for normal, lognormal, and gamma distributions for
uncensored and left-censored data sets. However, it should be noted that it is not easy to
verify distributional assumptions for censored data sets consisting of multiple detection
limits (DLs). Therefore, use of nonparametric methods is preferable on such left censored
data sets. Some single and two-sample hypotheses tests (e.g., Wilcoxon Rank Sum Test,



Gehan Test) for uncensored and left-censored data sets potentially having single or
multiple DLs are also available in Scout. The details of methods to compute statistics
based upon left-censored data sets can be found in Singh and Nocerino (2001), Helsel
(2005), Singh, Maichle, and Lee (2006), and ProUCL 4.00.04 Technical Guide (2007).

1.2 Goodness-of-Fit Test Statistics to Test Multinormality of a
Data Set

It is not easy to verify multivariate normality of a data set. Multivariate normality tests
such as multivariate kurtosis (MK) and skewness (e.g., Mardia (1970, 1974), Mardia and
Kanazawa (1983)) are very sensitive to even small changes in the values of observations
of a data set. As aresult, it is very hard not to reject the hypothesis of multinormality of a
data set. Therefore, it is desirable also to use graphical quantile-quantile (Q-Q) plots
(e.g., Singh (1993), Koziol (1993) and Fang and Zhu (1997)) of Mahalanobis distances
(MDs) to assess the approximate multinormality of a data set. Singh (1993) proposed to
use a correlation-type goodness-of-fit (GOF) tests to assess approximate multivariate
normality of a data set. Scout 2008 can compute classical and robust (e.g., based upon
iterative M-estimation method, MVT and MCD methods) estimates of multivariate
kurtosis and skewness. Scout 2008 can also generate classical and robust Q-Q plots of
MDs based upon quantiles of scaled beta distribution and approximate chi-square
distribution.

Extensive simulated critical values of the multivariate GOF test statistics including
multivariate kurtosis (MK), multivariate skewness (MS), correlation coefficients between
order MDs and quantiles of scaled beta (or chi-square) distribution have been generated.
The GOF Q-Q plot of MDs is formalized by displaying exact test statistics: MS, MK, and
correlation coefficient and their simulated critical values for a specified level of
significance, a. Approximate MS (with small sample adjustment), standardized
approximate MK, and approximate omnibus multinormality test and their associated p-
values are also displayed on these Q-Q graphs. It should be pointed out that there are
significant differences between the exact simulated critical values of multivariate kurtosis
and skewness, and their approximate critical values as described in the literature. Also,
the performance of these approximations (e.g., chi-square distribution for MS and normal
distribution for standardized kurtosis) is not well established, especially when the
dimension, p becomes larger than 5. These discrepancies can be seen by looking at the
various exact and approximate GOF test statistics displayed on the Q-Q plot of MDs.
This issue is under further investigation. A linear pattern displayed by data pairs,
(theoretical quantiles from the distribution of MDs and ordered observed MDs) on the Q-
Q plot of MDs suggests (cautiously) approximate multinormality of the data set. Since,
Q-Q plots of MDs are very sensitive to even minor changes in observations and mild
outliers, other measures such as Q-Q plot and scatter plot of principal components (also
available in Scout) may also be used to assess approximate multinormality (cautiously) of
a multivariate data set.



1.3 Robust Methods in Scout

Several options in various modules of Scout (e.g., Robust intervals, Outlier/Estimates,
QA/QC, Regression, Method Comparison, PCA, and discriminant analysis) offer robust
statistical methods described in the following sections.

1.3.1 Robust Intervals

In addition to classical methods, the Stats/GOF module of Scout has univariate methods
to compute robust estimates of location and scale, and robust interval estimates. At
present, robust methods are available for uncensored data sets without non-detect
observations. The univariate iterative robust estimation methods in Scout 2008 include:
Tukey’s Bisquare (1975) and Kafadar’s version of Tukey’s Biweight (1982) influence
functions, Huber (1981) and PROP (Singh, 1993) influence functions, and the trimming
method. Two choices: (classical mean and sd), and (median, 1.48MAD or IQR/1.345) of
initial estimates are available for all iterative univariate estimation methods included in
Scout. The robust interval module can be used to compute robust confidence intervals of
the mean, robust prediction interval for k (>1) observations, tolerance intervals, and
robust simultaneous (with critical value from the distribution of Max (MDs)), and
individual (with critical value from the distribution of MDs) intervals. The details of the
robust interval estimates can be found in Kafadar (1982), Hoaglin and Mosteller, and
Tukey (1983), Singh and Nocerino (1995, 1997), and Horn, Pesce and Copeland (1998).

The robust interval option provides graphical comparison of the various robust and
classical interval estimation methods. Depending upon the selected options and methods,
some relevant robust statistics such as mean, standard deviation (sd), influence function
alpha, a, trimming percentage (%), location and scale tuning constants (TCs) are also
displayed on these interval method comparison graphs. This option also provides
classical and robust control-chart-type interval index plots exhibiting the associated limits
for the selected variable. On a single classical or robust (e.g., using Biweight influence
function) interval plot (showing all individual data points), one can draw more than one
set of intervals including: individual interval, prediction interval, tolerance interval, and
simultaneous interval. Specifically, on this control-chart-type interval plot, if Huber
option is used, all interval estimates will be computed using the same Huber influence
function. These kinds of interval graphs can be quite useful in Quality Assurance/Quality
Control (QA/QC) applications including industrial, manufacturing, clinical trials,
medical, pharmaceutical, and environmental. Group Analysis option of Robust Interval
option can be used to formally compare interval estimates of a characteristic of interest
for various groups (e.g., lead concentrations in various areas of a polluted site, arsenic
concentrations in monitoring wells, effectiveness of two or more drugs) under study.

Standard terminology, such as coverage (e.g., half samples, h value) and cutoff (influence
function a, critical a, trimming percentage) levels used by the robust methods to identify
outliers as incorporated in Scout 2008 are described next.



1.3.2 Coverage or Cutoff Levels (Factors) Used by Outlier Identification
Methods

Most robust methods available in the literature either use a coverage factor, h (e.g., half
samples, h = [(n+p+1)/2] for MCD, best subset of size (p+1), or of size h = [(n+p+1)/2]
for LMS), or a critical level, a (e.g., influence function, a for PROP and Huber influence
functions, location and scale tuning constants for Biweight function, trimming
percentage, a% for multivariate trimming (MVT) method) to identify outliers in a p-
dimensional data set of size n. There is a close relationship between the coverage or
critical cutoff and the break down (BD) point of an estimate. Specifically, for the MCD
and LMS methods, higher values of h may yield MCD and LMS estimates with lower BD
points; for influence function-based M-estimation methods (e.g., PROP and Huber),
higher values of the influence function, o, may yield estimates with higher BD points;
and for MVT method, higher values of trimming percentage tend to yield estimates with
higher BD points.

It should be noted that the success of a robust method in identifying outliers depends
upon the coverage or cutoff levels used and the behavior of the influence function. In
practice, the smooth redescending influence functions, such as the PROP influence, will
perform better than nondecreasing influence functions such as the Huber influence
function (e.g., Hampel et al. (1986)). In addition to coverage and critical cutoff levels,
initial robust starts in iterative process of obtaining robust estimates also play an
important role in achieving high break down estimates.

For each of the robust method incorporated in Scout, the user can pick a suitable
coverage, h or cutoff level, a. It is suggested that the user uses more than one coverage
or cutoff factor for the selected method. For example, for the standard MCD method
(also known as very robust MCD) with h = [(n+p+1)/2], the BD is roughly equal to 50%.
The use of the very robust MCD method with this coverage, h, tends to find more outliers
than actually are present in the data set. Even though it is desirable to use robust methods
with high BD points, those robust methods should be efficient enough not to identify
inliers (and good leverage points) as outliers (and regression outliers). This issue can be
addressed by choosing higher coverage (e.g., 75% coverage) levels. Using Scout 2008,
one can perform MCD and LMS methods for user selected coverage levels.

Since the number of outliers present in a data set is not known in advance, it is desirable
to use more than one value of the coverage or cutoff level on the same data set. In order
to get some idea about the number of outliers present in a data set, the use of graphical
displays is recommended before using the outlier identification methods available in
Scout (e.g., Huber, MCD, MVT, or PROP) or in any other software package. There is no
substitute for graphical displays of multivariate data sets. The graphical displays offer
additional information about the patterns and outliers present in a data set. This kind of
information cannot be obtained by looking at the statistics computed by the various
statistical procedures. Moreover, most computed statistics (e.g., mean vector, covariance
matrix, MDs, kurtosis) get distorted by the presence of outliers. The use of graphical
displays such as scatter plots of raw data, scatter plots of principal components (PCs),
normal quantile-quantile (Q-Q) plot of dependent variable (to identify regression



outliers), and Q-Q plot of Mahalanobis distances (MDs) of explanatory variables (to
identify leverage point) is helpful to get some idea about the number (or percentage, k) of
outliers that may be present in the data set. The multivariate graphs listed above are also
useful to verify if the identified outliers based upon outlier test statistics (e.g., MDs, MS,
weights) indeed represent outliers. This step helps the user to pick an appropriate value of
h (MCD) or influence function alpha (e.g., PROP), which in turn will help obtain more
reliable and accurate estimates of population parameters (e.g., location, scale, regression).

1.3.3 Critical or Cutoff Outlier Alpha Used in Graphical Displays

In Scout 2008, emphasis is given to the graphical displays of multivariate data sets.
Graphical methods in Scout 2008 include: 2-dimensional and 3-dimensional scatter plots,
Q-Q, Index, and distance-distance (D-D) plots of MDs, prediction and tolerance
ellipsoids, Q-Q plots of residuals, and scatter plots of residuals versus unsquared leverage
distances, and multiple ellipsoids or regression lines on the same graph. Graphical
displays of multiple ellipsoids or regression lines provide useful graphical comparisons of
various robust and resistant methods incorporated in Scout 2008. An attempt has been
made to formalize these graphical displays by drawing control limits, prediction and
tolerance ellipsoids based upon the critical values of the MDs (individual MDs) and
Maximum MD (Max-MD) computed using the graphical alpha or regression band alpha.
Graphical displays for the MCD and LMS methods use critical values from chi-square
distribution at fixed critical level of 0.025 as cited in the literature (e.g., Rousseeuw and
van Zomeren (1990)). The LMS method uses fixed cutoff values of -2.5 and +2.5 to
identify regression/residual outliers (Rousseeuw and Leroy, 1987).

For other robust (PROP, MVT, Huber), and classical and sequential classical methods,
Scout uses critical values of the MDs based upon quantiles of scaled beta (or approximate
chi-square) distribution (Singh (1993)). The critical values of MDs and Max-MDs used
on these multivariate graphs are computed for user selected outlier critical alpha. Control
limits (or prediction and tolerance ellipsoids) drawn at critical values (based upon outlier
critical alpha) obtained from the distribution of MDs (prediction ellipsoid) and maximum
MD (tolerance ellipsoid) are drawn on the Q-Q plots and index plots of MDs. Critical
values of various other statistics displayed on the Q-Q plots of MDs, including MS, MK,
and correlation coefficients are also computed for the outlier critical alpha. On scatter
plots of raw data, principal component scores, or discriminant score, prediction ellipsoids
are drawn at critical value (computed for critical outlier alpha) from the distribution of
MDs, and tolerance ellipsoids are drawn at critical value from the distribution of
maximum MD (Max-MD). Observations lying outside the outer ellipsoid (tolerance)
represent potential outliers, and observations lying between the inner (prediction) and
outer (tolerance) ellipsoid may be considered representing borderline outliers.

In regression applications, graphical displays of Q-Q plot or index plot of residuals with
control limits drawn at the critical values (associated with selected regression outlier o) of
unsquared residual distances (for LMS, these are hard lines drawn at -2.5 and 2.5) are
used to determine regression outliers. A semi-formal residual versus unsquared leverage
distance plot (Singh and Nocerino (1995)) is also available in Scout to identify regression



outliers (uses regression outlier alpha) and inconsistent (bad) leverage outliers (uses
leverage outlier alpha). In most of the graphical displays listed above, Scout 2008
collects and uses user selected critical levels to compute appropriate critical values of the
statistics used (e.g., critical values of MDs, critical value of Max MD, critical values for
leverage Mahalanobis distances and unsquared regression distances) to generate the
graphical displays.

1.3.4 Break Down Point

A brief description of the break down (BP) point (Hampel (1974, 1975), Huber (1981),
Maronna, Martin, and Yohai (2006), Hubert, Rousseeuw, and van Aelst (2007)) of an
estimate is described as follows.

1.3.4.1 Break Down Point of an Estimation Method

A great deal of emphasis is placed on break down (BD) point of robust outlier
identification and estimation methods. The performance of various robust methods
(estimates) is evaluated in terms of their BD points (e.g., Hubert, Rousseeuw, and van
Aelst (2007)). Robust methods roughly having BD point of about 50% are preferred and
often are called “very” robust methods (e.g., Rousseeuw and van Zomeren (1990),
Hubert, Rousseeuw, and van Aelst (2007)). It is also noted that the “very” robust
estimation methods are inefficient as they often tend to find more outliers than actually
are present in a data set (e.g., Maronna, Martin, and Yohai (2006)). The LMS
(Rousseeuw (1984), Rousseeuw and Leroy (1987)) and the MCD (Rousseeuw and van
Driessen (1999)) methods treat all outliers (e.g., extreme and borderline outliers) equally
by assigning the same “zero” weight (hard rejection of outliers). Therefore, it is desirable
to use influence function (Hampel (1974, 1985), Huber (1981))-based robust methods
possessing soft and smooth rejection of outliers. The PROP influence function (e.g.,
Singh (1993)) is a redescending smooth influence function. It is noted that iteratively
obtained robust M-estimates based upon the PROP influence function (e.g., with initial
robust starts) assign reduced-to-negligible weights, respectively, to intermediate and
extreme observations; observations coming from the central part of data are assigned full
unit weights. Furthermore, the robust estimates based upon the PROP influence function
are in close agreement with the classical estimates obtained using the data set without the
outliers (Singh and Nocerino (1995)).

The BD point of a method (or of estimates obtained using that method) represents that
fraction of observations which can be altered (e.g., can be made very large) arbitrarily
without affecting (influencing, distorting, changing drastically) the values of the
estimates. That is the BD of a method (e.g., LMS) represents that fraction of outlying
observations that can be tolerated by the estimates (e.g., LMS estimates) obtained using
that method without distorting (breaking) the estimates. Obviously, the BD point of a
classical estimate (e.g., arithmetic mean, OLS regression estimates) is “zero,” as even a
single arbitrarily selected large value can completely distort (change the estimate without
bounds) that classical estimate. It is also noted that the sample median of a data set (and



similarly median of squared residuals) has a BD point of 50% as median of a data set
remains unchanged even when about 50% of the data values are altered arbitrarily.

The break down points of LMS and MCD methods are known to be about 50%. Details
about LMS and MCD estimates and their break down points are discussed respectively in
section 1.3.6 and 1.3.7. Both the LMS regression and the MCD estimation methods are
based upon extensive searches of elemental subsets (Hawkins, Bradu, and Kaas (1984),
Hawkins (1993)) of size, (p+1). Other variations of the initial subset size such as subsets
of size (n+p+1) may also be used. Some of these choices for sizes of the initial subsets
searched have been incorporated in the Scout software. In Scout, the MCD method is
labeled as the Extended MCD method. It is also known that the theoretical break down
point of M-estimates (Maronna, 1976) of p-dimensional multivariate location and scale is
no more than 1/ (p+1). However, it should be noted that practical BD of an iteratively
obtained robust M-estimate (generalized likelihood estimate) based upon a smooth
redescending function such as the PROP (Singh, 1993) influence function can be much
higher than 1/(p+1). The break down point of iteratively obtained robust and resistant
estimates increases with each iteration (as outlying observations iteratively are assigned
reduced weights) until the convergence of M-estimates is achieved. Typically,
convergence is achieved in less than 10-15 iterations. More details can be found in
Section 1.3.8. Scout generates intermediate results for all intermediate iterations for users
to review. It should be noted that higher break down points of iteratively obtained robust
estimates (e.g., Huber and PROP) are achieved by using higher values of the influence
function alpha, a (or of trimming percentage for MVT method), used to identify outliers.
It is observed that a robust method based upon PROP influence function assigns reduced
to negligible weights to intermediate and extreme outliers. This is especially true when
an initial robust start (e.g., based upon OKG (Devlin, Gnanadesikan, and Kettenring
(1975)), Maronna and Zamar (2002) method) is used in the iterative process of obtaining
M-estimates.

1.3.5 Initial Estimation Methods Available in Scout 2008

Several initial start robust estimates to compute iteratively obtained M-estimates are
available in Scout. It is well known that classical methods have a zero BD point, and
they suffer from severe masking effects. This means that the presence of some of the
outliers (e.g., extreme outliers) may mask the presence of some other outliers (e.g.,
intermediate outliers). Even robust outlier identification and estimation methods suffer
from masking effects. In order to overcome and reduce the masking effects, robust initial
start estimates are used in the iterative process of obtaining robust estimates. Initial start
robust estimates as incorporated in Scout can be used with all iterative estimation
methods (including sequential classical method) available in Scout.

The initial start estimates as incorporated in Scout include: 1) the classical mean vector
and classical scale matrix; 2) the median vector and MAD/0.6745 (or IQR/1.35)-based
covariance matrix with off diagonal elements obtained from the classical covariance
matrix; 3) the median vector and covariance matrix obtained using the Kettenring and
Gnanadesikan (KG) method (1975); and 4) the median vector and orthogonalized KG



(OKG) covariance matrix as proposed by Maronna and Zamar (2002). Here,
MAD/0.6745 represents the MAD-based standard deviation of a variable, and the
IQR/1.35 represents the IQR standard deviation of a variable. In practice, often the MAD
of a variable becomes zero, even when the variance of that variable is not zero (e.g., well
known Iris data of size 50). In such cases, an IQR fix is applied, and the IQR/1.35 is
used as a robust estimate of the standard deviation for that variable.

It is noted that the OKG estimate as an initial estimate works very well with most
iterative estimation methods, including PROP, Huber, and MVT. 1t is also noted that the
use of the OKG method as an initial start estimate also improves the performance (in
terms of identification of outliers) of the iterative sequential classical method. However,
the computation of the OKG mean vector, as suggested and described in Maronna and
Zamar (2002), and Maronna, Martin, and Zamar (2006), does not yield good results, and
therefore not included in Scout. The developers of Scout 2008 are currently working on
how to compute more reliable estimate of the mean vector based upon OKG method.

1.3.6 Least Median of Squares (LMS) Regression Method

In the LMS regression method, the objective is to find an elemental subset of size (p+1)
that minimizes the median of squared residuals (Rousseeuw (1984)). The minimization
criterion for the LMS regression is the median of squared residuals. This objective is
obtained by searching for elemental subsets of size (p+1), p = number of explanatory
variables. The elemental subset that minimizes the median of squared residuals is called
the “best” elemental subset. It should be noted that more than one elemental subset can
yield the same minimum value of the criterion (median of squared residuals). The use of
different LMS subsets (best subsets) may result in different LMS regression estimates.

Depending upon the dimension and size of the data set, the process of searching for the
best (global) elemental subset of size (p+1) can be time-consuming. Therefore, in
addition to an exhaustive search for all elemental subsets, some quick (1,500 subsets),
extensive (3,000 subsets), and user specified search strategies have been incorporated in
Scout. As mentioned before, the best subset (minimizing the objective function) of size
(p*+1) may not be unique, even when the search is exhaustive. Therefore, the LMS
regression parameter estimates may not be unique.

Since the median of squared residuals is being minimized, the BD of LMS regression
estimates is roughly 50%. The LMS estimates can tolerate about 50% arbitrarily large
values (outliers) before the regression estimates break down or get severely distorted by
the presence of those outliers. Since the LMS method roughly has 50% BD point, the
LMS method tends to identify about 50% the observations as outliers (both regression as
well as leverage outliers). It is observed that, in practice, the LMS method identifies
some of the inliers (non-outliers for obtaining a regression model) as outliers. That is, the
LMS method may find more outliers than actually are present in the data set. This is the
reason that the LMS method is known as an inefficient robust method (Maronna, Martin,
and Yohai (2006)). To some extent, this problem is overcome by using re-weighted least
square regression by assigning zero weights to observations with LMS absolute residuals



greater than 2.5 (Rousseeuw and Leroy (1987), Rousseeuw and van Zomeren (1990)).
However, it is noted that even after performing this extra step of re-weighted least square
regression, the LMS method tends to find some of the non-outliers as outliers.

It is also noted that, even though, the LMS method identifies most of the leverage points
that may be present in a data set, it fails to distinguish between the good and bad leverage
points. As a result, the resulting regression model may not be very useful. This issue is
illustrated in this user guide by using the LMS method on the Hawkins, Bradu, and Kaas
- HBK (1984) data set. This HBK data set has 75 observations and 3 explanatory
variables. In the literature, the leverage points are defined as those outliers that are
outliers in the space of x-variables (3-dimesional here). The good leverage points
enhance the regression model (with higher coefficient of determination, lower scale
estimate, and lower standard errors of estimates of regression parameters) and bad
leverage points are outliers in both x-space and y-direction of dependent variable. The
detailed definition (with graphical displays) of regression outliers, good and bad leverage
points can be found in Rousseeuw and Leroy (1987), Rousseeuw and van Zomeren
(1990), and Singh and Nocerino (1995). Following the definition of regression outliers,
good (consistent) and bad (inconsistent) leverage points, in HBK data set, there are 4 (11,
12, 13, and 14) bad leverage points (and regression outliers) and 10 good leverage points,
as the inclusion of 10 good points (1 through 10) enhance the regression model. The
LMS regression method identifies observations 1 through 10 as bad leverage points,
contradicting the definition of good leverage points as described and graphically
illustrated in Rousseeuw and Leroy (1987). Without the first 10 observations, there is no
regression model, and the problem reduces to simply an outlier identification problem.
Several methods in Scout 2008, such as the PROP method with an OKG start and the
MCD method, find the first 14 observations in both 3 (without y-variable) and 4 (with y-
variable) dimensional spaces.

Alternatively, instead of minimizing the median of squared residuals, one can minimize
some percentile (e.g., 75" percentile, or 90™ percentile) of squared residuals. This
method is labeled as the least percentile of squares (LPS) regression method in the
regression module of Scout software package. The problem of not distinguishing
between the good and bad leverage points may be addressed by using the LPS regression
(see example in Scout User Guide). Depending upon the number of bad leverage points
and regression outliers present in the data set, one may want to use the LMS or the LPS
method on the same data set to obtain the appropriate robust fit. Obviously, the LPS
regression estimates obtained by minimizing the k™ (k> 50%) percentile of squared
residuals will have a lower break down point than the LMS estimates. For example, the
BD of LPS regression estimates obtained by minimizing the 75" (k=75%) percentile of
squared residuals is (n-[n*0.75]-p+2)/n, where p is the number of regression variables,
and [x] represents the largest integer contained in x.

In order to perform the LPS regression, one needs to have some idea about the value of k,
the percentage of outliers (bad leverage points and regression outliers) that may be
present in the data set. One may want to perform the LPS regression for a few values of
k including k = 0.5. As mentioned before, since the number of outliers (both regression



and leverage) are not known in advance, it is suggested to use graphical displays, such as
scatter plots of the raw data, scatter plots of the principal components (PCs), a normal
quantile-quantile (Q-Q) plot of dependent variable (to identify regression outliers), and a
Q-Q plot of Mahalanobis distances (MDs) of explanatory variables (to identify leverage
points) to get some idea about the number (or percentage, k) of outliers that may be
present in the data set. Based upon the outlier information thus obtained, one may
perform an appropriate LMS/LPS regression on the data set. Graphical displays are also
useful to perform confirmatory analyses, that is multivariate graphs in Scout can be used
to verify if indentified outliers (e.g., based upon MDs and weights) indeed represent
outlying and aberrant observations. The BD points for LMS (k~0.5) and the least
percentile of squared residuals (LPS, k>0.5) regression methods as incorporated in Scout
are summarized in the following table. Note that LMS is labeled as LPS when k>0.5. In
the following the fraction, k is given by 0.5< k<1. For an example, for the median, the
fraction, k = 0.5, for 75t percentile, fraction, and k = 0.75.

Approximate Break Down Point for LMS or LPS Regression Estimates

No. of Explanatory Vars., p =1 No. of Explanatory Vars., p>1

Minimizing Squared Residual BD  Minimizing Squared Residual BD
Pos =[n/2],k=0.5 (n-Pos)/n Pos =[n/2],k=0.5 (n-Pos-p+2)/n
Pos = [(n+1)/2] (n-Pos)/n Pos = [(n+1)/2] (n-Pos-p+2)/n
Pos = [(n+p+1)/2] (n-Pos)/n Pos = [(n+p+1)/2] (n-Pos-p+2)/n

Pos = [n*k], k>0.5 ~ LPS (n-Pos)/n Pos = [n*k], k>0.5 (n-Pos-p+2)/n ~ LPS

Here [x] = greatest integer contained in X, and k represents a fraction: 0.5<k<1. Pos stands for
position/index of an entry in ordered array (of size n) of squared residuals. The squared residual at
position, Pos is being minimized. For example, when Pos = [n/2], the median of squared residuals is being
minimized.

1.3.7 MCD Method (Extended MCD Method)

For the MCD method, the objective is to find a subset of some specified size, h
(n/2<h<n), which will minimize the determinant of the covariance matrix based upon that
subset of size h. The subset of size h minimizing the determinant of the covariance
matrix is termed as the best subset. The positive integer, h is also known as coverage or
half sample. The most commonly used and default value of h is [(n+p+1)/2] = largest
integer contained in (n+p+1)/2. Just like the LMS method, the search for the best subset
of size h, starts with searching through the elemental subsets (subsets of size p+1) or
initial subsets of some user specified size. Depending upon the size and dimension of the
data set, the search for the best subset of size h can be time-consuming. The fast MCD
algorithm as described in Rousseeuw and van Driessen (1999) has been incorporated in
Scout. Some variations for the initial subset sizes (e.g., (p+1), (n+p+1), user specified)
have been incorporated in Scout. Moreover, the user can choose the number of initial
subsets searched (instead of 500) and the number of best subsets (instead of 10) retained
to find the final best subset of size h. Just like the LMS method, the MCD estimates are
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not unique. It should be noted that different search options may result in different MCD
estimates.

The BD point of MCD estimates is given by the fraction (n-h+1)/n. It is noted that there
is a direct relation between the coverage value, h, and the BD point of the MCD
estimates. Higher values of h yield estimates with a lower BD point. The use of the
default value of coverage, h, roughly identifies the optimal (~ about 50%) number of
outliers. In practice, the MCD method identifies some of the inliers as outliers. As a
result, MCD method is often called to be an inefficient method (Maronna, Martin, and
Yohai (2006)). Just like the LMS method, re-weighted estimates of location and scale are
obtained by assigning “zero” weights to observations with robust MDs exceeding an
approximate chi-square value (0.975) with p degrees of freedom. In practice, it is
observed that even after performing this extra step, some of the non-outlying
observations are assigned a “zero” weight.

Scout offers some additional options to identify appropriate number of outliers using the
MCD method. Instead of finding a “best” subsets of size, h = [(n+p+1)/2], one may find
a “best” subset of size h= [n*k], where k represents some percentile >0.5. For example,
for k = 0.75, the objective will be to find a subset with minimum determinant of the
covariance matrix based upon the best subset consisting of roughly 75% (= [n*.75]) of
the observations. The BD of such MCD estimates will be roughly equal 25% (= (n-
h+1)/n). The MCD method in Scout is called the Extended MCD method. In order to use
this option to appropriately compute the coverage, it is desirable to use graphical displays
(or other robust methods) to gain some information about the number of outliers present
in the data set. The BD of such MCD estimates will be roughly equal 25% (~ (n-h+1)/n).
It should be noted that, the MCD estimates based upon a “best” subset consisting of a
higher (> 50%) percentage of data may suffer from masking effects, especially when the
data set consists of clustered data. Since all of these options are available in Scout 2008,
the user is encouraged to confirm these statements and observations on data sets from
their applications.

1.3.8 PROP Influence Function

The PROP influence function (Singh, 1993) represents a smooth redescending influence
function assigning full weights to observations coming from the central part of data, and
reduced (instead of zero weights) to negligible weights to intermediate and extreme
outliers, respectively. The details of this method can be found in Singh (1993, 1996), and
Singh and Nocerino (1995, 1997). Even though, theoretical BD of M-estimation methods
is not greater than 1/(p+1), it is noted that the practical BD of an iteratively obtained
robust M-estimate (generalized likelihood estimate) based upon PROP (Singh, 1993)
influence function can be much higher than 1/(p+1). The break down point of robust
estimates based upon PROP influence function increases with each iteration. By
definition of the PROP influence function, the iterative process identifies multiple
outliers smoothly and effectively by reducing the influence of outliers successively in
various iterations. This is especially true when an initial robust start based upon OKG
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(Devlin, Gnanadesikan, and Kettenring (1975), Maronna and Zamar (2002)) method is
used in the iterative process of obtaining M-estimates.

In order to identify potential outliers present in a data set, the PROP function uses an
influence function, a, value. Since the number of outliers present in a data set is not
known in advance, it is desirable to use more than one value of the influence function, a,
on the same data set. As mentioned before, the use of graphical displays is also
recommended on methods available in Scout (e.g., Huber, MCD, MVT, or PROP) to get
some idea about the number (or % k) of outliers that may be present in the data set; and
also to confirm that identified outliers do represent outlying observations. Information
gathered from the graphical displays can be used to determine an appropriate critical or
influence function alpha, a (0<0<0.5), used in Huber and PROP methods, or a trimming
percentage value used in the MVT method. Higher values of a or of a trimming
percentage are used to identify a larger number of outliers.

The PROP M-estimation method reduces the influence of outliers iteratively. The PROP
influence function assigns unit weights to observations coming from the main central part
of data (inliers) and reduced to negligible weights to intermediate and extreme outliers.
The weights are reduced iteratively till the convergence of estimates if achieved. It is
noted that M-estimation based upon PROP influence function performs quite effectively
in identify multiple multivariate outliers. Typically, M-estimates based upon the PROP
influence function (with initial OKG estimates) roughly assign: 1) full unit weight to
observations coming from the central part of data (making the dominant population); 2)
reduced weights to intermediate outliers (some of those may represent border line
observations coming from overlapping observations); 3) and negligible weights to
extreme outliers perhaps representing observations from significantly different
population(s). Furthermore, those robust estimates are in close agreement with the
classical estimates obtained using the data set without the outliers. The user is encouraged
to confirm these observations by using Scout 2008 on his/her own application data sets.

14 Outliers/Estimates Module

This module offers both univariate and multivariate outlier identification and estimation
methods. For univariate uncensored and left-censored data sets, Scout has some classical
outlier tests such as Dixon test, Rosner test, and Grubbs test. For univariate data sets, this
module also has Tukey’s Biweight (and its variation suggested by Kafadar (1982)) outlier
identification and estimation method. Several other univariate robust methods are
available as special cases of multivariate robust methods. Multivariate (can also be used
on univariate data) outlier identification and estimation methods included in Scout are:
sequential classical methods based upon Max-MD and kurtosis; iterative robust and
resistant M-estimation methods based upon Huber and PROP influence functions,
multivariate trimming (MVT), and re-weighted fast MCD (extended) method. For all
iterative robust methods (including Biweight method) in various modules of Scout,
several choices (described earlier) for initial estimates of location and scale are available.
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1.4.1 Coverage and Influence Function Levels in Robust Outlier
Identification Methods

It should be pointed out that the success of a robust method in identifying multiple
outliers depends upon the coverage (e.g., h in MCD method) or cutoff levels (e.g.,
influence function alpha in PROP M-estimation method) and the behavior of the
influence function (nondecreasing, redescending, smooth redescending) used to identify
those outliers. For an illustration, the MCD method uses the half samples of size h,
where the coverage factor, h is typically given by h = [(n+p+1)/2], M-estimation methods
based upon PROP and Huber influence functions use a critical or influence function
cutoff level, o, and MVT method uses a trimming percentage, 0% to identify outliers in
p-dimensional data sets of size n. In addition to coverage and critical cutoff levels, initial
robust start estimates in the iterative process (e.g., M-estimation) of obtaining robust
estimates also play an important role in achieving high break down estimates. It should
be noted that there is a direct relationship between the coverage or influence cutoff and
the break down (BD) point of an estimate. Specifically, for the MCD (and also LMS
regression method) method, higher values of h yield MCD estimates with lower BD
points; for influence function based M-estimation methods (e.g., PROP influence
function), higher values of influence function, a yield estimates with higher BD points,
and for MVT method, higher values of trimming percentage tend to yield estimates with
higher BD points.

As a rule of thumb, for appropriate identification of outliers, n should be at least 5p; this
is especially true when dimension, p>5. From theoretical point of view, Scout can
compute various robust statistics and estimates for values of n > (p+2). However, as well
knows, the results (estimate, graphs, and outliers) obtained using such small high

dimensional (curse of dimensionality) data sets may not always be reliable and
defensible.

1.4.2 Outlier Determination Critical Alpha

In addition to coverage or influence function cutoff levels, all of the outlier methods use a
critical level (outlier critical alpha) which is used to determine outliers. Critical values of
various test statistics used in all graphical (e.g., Q-Q and index plots, ellipsoids) and
outlier identification methods (e.g., MDs, Max-MDs, kurtosis, skewness) are computed
using this critical alpha. For an example, MCD method uses a default chi-square (with p
degreed of freedom = df) cutoff alpha level=0.025 for determination of outliers.
Observations with MCD MDs exceeding chi-square (0.975) cutoff with p df may
represent potential outliers. Similarly, other multivariate outlier methods in Scout
including classical, sequential classical, and M-estimation methods (PROP, Huber) use
an outlier alpha (user selected) that is used to compute critical values of the test statistics
(individual MD, or Max MD) used to determine outliers. Classical and robustified MDs
exceeding those critical values may represent potential outliers requiring further
investigation.
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1.5 QA/QC Module

This module provides univariate and multivariate classical as well as robust methods that
can be used in quality assurance and quality control (QA/QC) applications. All classical
and robust options and methods available in univariate Interval Module (under
Stats/GOF) and Outliers/Estimates module are available in QA/QC module. Specifically,
QA/QC module has univariate control-chart-type interval graphs; multivariate control-
chart-type index plots; and prediction and tolerance ellipsoids. These graphs can be
generated using all observations in a data set or just using observations in a specified
training (e.g., background data, placebo) subset data set. These graphs can be used to
compare test (site, project, new drug) data with control limits (e.g., prediction, tolerance,
simultaneous limits) computed based upon some training (background, reference,
controlled) data set. Specifically, this module can be used to compare training
(background, reference, upgradient wells) and test (polluted site, groundwater monitoring
wells, dredged sediments) data sets. Enough observations from the training data set
should be made available to compute defensible control limits and ellipsoids.

The training and test data option is specifically useful to determine if observations from
one test group (e.g., polluted site, test group, new treatment) can be considered as coming
from the training group (e.g., reference group, background, training group, placebo)
perhaps with known well-established acceptable behavior of the contaminant
concentrations of potential concern (COPCs). For such graphical displays, relevant
statistics and limits are computed using training (controlled, background, reference,
placebo) data set, and all points in training and test data sets are plotted on those
graphical displays. Test data points (site observations) lying outside the limits (e.g.,
tolerance and simultaneous limits) may represent out-of-control observations, that is may
represent observations not belonging to the controlled population represented by the
training data set.

Classical methods included in QA/QC module can handle univariate and multivariate
data sets with non-detect observations. For univariate data sets with NDs, the estimates of
all relevant statistics (mean, sd, standard error of the mean, upper and lower limits) are
computed using the Kaplan Meier (1958) method. The individual ND data points
displayed on the interval graphs are shown (in red color) based upon the user selected
option (e.g., replaced by DL, DL/2, and ROS estimates). KM method is also used to
compute relevant multivariate statistics (e.g., mean vector, covariance matrix, prediction
and tolerance ellipsoids) based upon training data set. Those KM statistics are used to
generate univariate or multivariate control- chart-type graphs. All data (raw or
processed) including the imputed data (for NDs) from both training and test data sets are
plotted on those control-chart-type graphs. Processed data may represent Mahalanobis
distances (used in control-chart-type index plot) or principal component scores (used in
prediction or tolerance ellipsoids). It should be noted that for uncensored data sets,
classical estimates of location and scale should be in agreement with respective KM
estimates.
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1.6 Regression Module

Scout can perform multiple linear classical and robust regression using several methods
available in the literature. Specifically, Scout can perform least median of squared (LMS)
regression as well least percentile of squared (LPS) regression as described earlier in this
chapter. Scout can also perform robust regression based upon M-estimation procedure for
MVT, and Huber, Biweight, and PROP influence functions. This module generates
several formalized graphical displays including Q-Q plot and index plot of residuals with
appropriate limits drawn at the critical values of residual unsquared Mahalanobis
distances (univariate); scatter plots of residuals versus unsquared leverage distances
(Singh and Nocerino (1995)), residual versus residual (R-R) plots, Y versus Y-hat, and Y
versus standardized residuals plots. It should be pointed out that residuals are not
standardized when the scale estimate (standard deviation of residuals) is very small such
as less than 1e-10. The graphical displays included in Scout are useful to identify:
regression outliers, inconsistent (bad) leverage points; and distinguish between good
(consistent) and bad (inconsistent) leverage points. For most of the graphical displays
listed above, Scout 2008 collects and uses user selected critical levels to compute
appropriate critical values of statistics plotted (e.g., critical values of MDs, critical value
of Max MD) in graphical displays. Scout also generates confidence and prediction bands
around fitted regression models including classical linear, quadratic, and cubic; and
robust linear models. For the sake of completeness, in addition to robust regression
methods, Scout also performs regression diagnostics.

1.6.1 Robust Regression Based Upon M-Estimation and Generalized M-
Estimation

Scout can perform robust regression with or without the leverage option. If the leverage
option is not used, then iterative M-estimation procedure is used directly on residuals;
and when leverage option is used, the generalized M-estimation method is used. In
generalized M-estimation method, leverage points (outliers in X-space of explanatory
variables) are identified first; and weights thus obtained are used in the first iteration to
identify regression outliers (e.g., Singh and Nocerino, 1995). Typically, in practice not all
leverage points are regression outliers. It is observed that the generalized M-estimation
regression method (e.g., PROP influence function) works quite effectively in identifying
regression outliers, and distinguishing between good and bad leverage points. The user
may want to use both options (leverage and no leverage) supplemented with graphical
displays on a given data set and compare relevant regression statistics (e.g., coefficient of
determinations, residual scale estimates, standard errors of estimates of regression
coefficients) thus obtained to determine the best multiple linear model fit.
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1.7 Principal Component Analysis (PCA) and Discriminant
Analysis (DA)

Scout 2008 can perform classical as well as robust principal component and discriminant
analyses. The details of robust PCA and DA based upon the MVT method, the PROP
and the Huber (Huber, 1981, Gnanadesikan and Kettenring, 1981) influence functions are
given in Singh and Nocerino (1995). Additional details about robust PCA and robust
discriminant analyses can be found in Campbell (1972), Hubert and Driessen (2002),
Hubert and Engelen (2006), Hubert, Rousseeuw and Branden (2005), and Todorov and
Pires (2007).

For uncensored data sets without non-detect observations, Scout can perform classical
PCA and robust PCA based upon M-estimation methods (e.g., PROP, Huber, MVT), and
MCD method. PCA can be performed using covariance as well as correlation matrices.
Often for large dimensional data sets, PCA is used as a dimension reduction technique,
where future statistical analyses are performed on a much smaller (than p original
variables) number, k (<=p) of PCs.

e [tis noted that PCA performed using covariance matrix is more informative,
especially when PCA is to be used as a dimension reduction technique.

e Q-Q plots and scatter plots of PC scores obtained using the covariance matrix
may be used to identify potential outliers. Significant jumps and turns in Q-Q plot
of PCs suggest the presence of multiple populations in the data set.

e Q-Q plots and scatter plots of PC scores based upon the correlation matrix may be
used to assess approximate multinormality (cautiously).

Based upon the PC statistics and scores thus obtained, this module generates Scree and
Horn plots for the eigen values, Scatter plots of PC scores, normal Q-Q plots of PC
scores. One can store PC scores in the same or a different worksheet for future analyses.
PCA is often used dimension reduction techniques. Typically, first few PCs explain most
of the variation that might be present in a data set. The Q-Q plots of the first few PCs and
scatter plots of first few PCs can be used to identify variance inflating outliers and/or to
identify the presence of mixture data sets. One can draw prediction and tolerance
ellipsoids on scatter plot of PC scores.

For multivariate data sets with NDs, not much guidance is available in the statistical
literature on how to perform PCA. This topic is still under investigation. Scout 2008 can
be used to perform PCA based upon based upon Kaplan-Meier (1958) method (still being
investigated). Using the KM covariance (correlation) matrix, one can generate Scree and
Horn Plots. For exploratory purposes, one can also impute PC scores based upon KM
covariance matrix. However, in order to compute load matrix and PC scores, one needs
to replace ND observations with some imputed values. Scout offers several choices for
computing such PC scores. These methods include substitution methods (0, DL/2, and
DL, uniform random generation of NDs), and regression on order statistics (ROS)
methods. It should be noted that for exploratory purposes, one may want to use Data
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module of Scout to impute non-detect observations before using PCA module. This step
will yield a full data set without any ND observations (NDs replaced by
imputed/substituted values). One can then use any of the classical and robust PCA
methods available in Scout.

Scout 2008 can be used to perform classical and robust (based upon MVT, PROP and
Huber influence functions) Fisher linear discriminant analysis (FDA), linear and
quadratic discriminant analyses. The classical and robust DA methods are supplemented
with graphical displays. The available graphical displays include Scree plots of eigen
values and scatter plots of discriminant scores (for Fisher Discriminant Analysis) and
original variables used to perform discriminant analysis. On scatter plots of discriminant
scores, Scout can draw prediction and/or tolerance ellipsoids. As with all other graphical
displays with group assignment options, on scatter plots of discriminant scores, one can
reclassify an observation from one group into another group interactively by change
group and save changes options. This option can be quite useful for properly classifying
border line observations. It should be noted that based upon the discriminant functions
(classical or robust), Scout can be used to plot and classify observations with unknown
(or new) group memberships into one of the groups used in deriving those discriminant
functions.

Several cross validation (CV) methods for DA are also available in Scout 2008. The CV
methods in Scout 2008 include: leave-one-out (Lachenbruch and Mickey (1968)), split
samples (training and test sets), M-fold CV and bootstrap methods (e.g., Davison and
Hall (1992), Bradley and Efron (1997)). In order to use the CV methods properly, the
user should make sure that enough data are available in each of the various groups
included in the data set.

1.8 Output Generated by Scout 2008

All modules of scout either generate graphical output displays (*.gst file), or Excel-type-
spreadsheets (*.ost file), or both graphical displays and excel-type-spreadsheets. The
“ost” output file generated by Scout can be saved as an Excel file; and “gst” graphical
display can be copied into a Word or WordPerfect file. All of the relevant information,
statistics, classical and robust estimates of parameters of interest are displayed on those
output sheets. Specifically, all classical estimates, initial robust estimates, final robust
estimates, and associated weights are displayed on the output sheet generated by Scout.
The user can also save intermediate results in a separate spreadsheet by choosing the
Intermediate Iterations option. In addition to graphs, most graphical displays also exhibit
relevant estimates, test statistics and associated critical levels and p-values.
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1.9 Installing and Using Scout

1.9.1  Minimum Hardware Requirements

Intel Pentium 1.0 GHz

285 MB (396 MB including Scout 2008 resources) of hard drive space
512 MB of memory (RAM)

CD-ROM drive

Windows 98 or newer. Scout was thoroughly tested on NT-4, Windows
2000, and

e Windows XP operating systems. Limited testing has been conducted on
Windows ME.

1.9.2 Software Requirements

Scout has been developed in the Microsoft .NET Framework using the C# programming
language. As such, to properly run Scout, the computer using the program must have the
NET Framework pre-installed. The downloadable .NET files can be found at one of the
following two Web sites:

e http://msdn2.microsoft.com/en-us/netframework/default.aspx
Note: Download .NET version 1.1

e http://www.microsoft.com/downloads/details.aspx?Familyld=262D25E3-
F589-4842-8157-034D1E7CF3A3&displaylang=en

The first Web site lists all of the downloadable .NET Framework files, while the second
Web site provides information about the specific file(s) needed to run Scout. Download

times are estimated at 57 minutes for a dial-up connection (56K), and 13 minutes on a
DSL/Cable connection (256K).

1.9.3 Installation Instructions
Scout 2008 v. 1.00.01 Installation Instructions from the CD

Open Windows Explorer and create a new directory called Scout 2008 v. 1.00.01.

Download (save) the Scout 2008 v. 1.00.01 files from the CD to the Scout 2008 v.
1.00.01 directory.

Using Windows Explorer, right click on the Scout 2008 v. 1.00.01 main directory and
make sure that the read-only attribute is off.

Using Windows Explorer, create a shortcut (optional) by right-clicking on the file,
Scout.exe (application), in the Scout directory; left click on “Send To” and left click on
“Desktop (create shortcut)” to create a shortcut icon the desktop (optional: rename to
Scout 2008 v. 1.00.01).
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Using Windows Explorer, start Scout 2008 v. 1.00.01 by left double-clicking on the file,
Scout.exe (application), in the Scout directory, or by left double-clicking on the Scout
shortcut icon on the desktop, or by using the RUN command from the Start Menu to
locate and run Scout.exe.

Try to open an example file in the Scout sub-directory, Data. If the file does not open, be
sure that the read-only attribute is off (right-click on the Data sub-directory).

If the computer does not have .NET Framework 1.1 installed (either a pre-2002 Windows
operating system or a late version of Windows XP), then it will be necessary for the end
user to download it from Microsoft. A Google search for “NET Framework 1.1 will
yield several download locations.

1.9.4 Getting Started

The functionality and the use of the methods and options available in Scout have been
illustrated using “Screen Shots™ of output screens generated by Scout. Scout uses a pull-
down menu structure, similar to a typical Windows program.

The screen below appears when the program is executed.

oY File Edt Configure Data Graphs Stats/GOF  Outliers/Estimates Regression Multvariate EDA  GeoStats Programs  MWindow  Help = | & x
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Navigation < Window
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Log Panel
LOG B17:13 A =[Infarmation] DAMaraimScout_For_Windows\ScoutSourceWvorkDatinExceNBRADU xls was imported into BRADLU wst

Lo 11:49:00 AWM =[Inforrmation] DAMarainScout_For_WindowstScoutSourceWarkDatinExceRBRADL closed!
Lis: 11:49:04 AM =[Information] WorkSheet was created!

«— Log Panel

The screen consists of three main window panels:

e The MAIN WINDOW displays data sheets and outputs from the
procedure used.
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The NAVIGATION PANEL displays the name of data sets and all

generated outputs.

o At present, the navigation panel can hold at most 20 outputs. In order
to see more files (data files or generated output files), one can click on
Widow Option.

The LOG PANEL displays transactions in green, warnings in orange, and
errors in red. For an example, when one attempts to run a procedure
meant for censored data sets on a full-uncensored data set, Scout will print
out a warning message in orange in this panel.

o Should both panels be unnecessary, you can click Configure » Panel
ON/OFF.

The use of this option will give extra space to see and print out the statistics of interest.
For an example, one may want to turn off those panels when multiple variables (e.g.,
multiple Q-Q plots) are analyzed and GOF statistics and other statistics may need to be
captured for all of the variables.
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Chapter 2

Working with Data, Graphical Output, and Non-
Graphical Output

21 Creating a New Spreadsheet (Data Set)

To create a new worksheet: click File » New

ﬂg Scout 4.0

#l=% Configure  Programs  ‘Window  Help
I < |
ey » |
Import

Exik

2.2 Open an Existing Spreadsheet (Data Set)

If your data sets are stored in the Scout data format (*.wst), Scout output format (*.ost),
Scout graphical format (*.gst) or an Excel spreadsheet (*.xIs), then click File » Open.

e Ifyour data sets are stored in the Microsoft Excel format (*.xls), or in the DOS-
Scout format (*.dat) or ParallAX format (*.pax), then choose File » Import
» Excel or Old Scout or ParallAX.

@Scuut 4.0

=W Configure  Programs  Window  Help

Mesw ] anel ]

Open ¥
Excel {.xls) Data
E : 1 ¢ld Scouk {.dat) Data
Bk Comma Delimited {,csv) Data
Blank ar Tab Delimited {.kxt) Data
Parallax { pax) Data

e Make sure that the file that you are trying to import is not currently open.
Otherwise, there will be the following warning message in the Log panel:

“[Information] Unable to open C:\***xls.” Check the validity of this file.

Note: *.csv files and *.txt files will be available in later versions of Scout.
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2.3

24

22

Input File Format

The program can read Excel files (*.xls files), data files (*.dat files for DOS
versions of GeoEas and Scout software packages), ParallAX files (*.pax files),
comma delimited data files (*.csv files), and tab or space delimited files (*.txt

files).

The user can perform typical Cut, Paste, and Copy operations, as in Microsoft

Excel.

The first row in all input data files should consist of alphanumeric (strings of
numbers and characters) variable names representing the header row. Those
header names may represent meaningful variable names such as Arsenic,
Chromium, Lead, Temperature, Weight, Group-ID, and so on.

o

The Group-ID column has the labels for the groups (e.g., Background,
AOC1, AOC2, 1, 2, 3, a, b, c, Sitel, Site2, and so on) that might be
present in the data set. The alphanumeric strings (e.g., Surface, Sub-
surface) can be used to label the various groups.

The data file can have multiple variables (columns) with unequal number
of observations. NOTE: Some of the robust methods require all of the
variables to have an equal number of observations.

Except for the header row and columns representing the group labels, only
numerical values should appear in all of the other columns.

All of the alphanumeric strings and characters (e.g., blank, other
characters, and strings), and all of the other values (that do not meet the
requirements above) in the data file are treated as missing values.

Also, a large value denoted by 1E31 (= 1x10°") can be used to represent
missing data values. All of the entries with this value are ignored from the
computations. Those values are counted when missing data values are
tracked.

Number Precision

You may turn Full Precision on or off by choosing: Configure » Full Precision
On/OFF.



3.

(™ Scout 4.0

File BEEgliaf{=8 Programs ‘Window Help

Maw v Panel OnfioFf - E

——  Full Precision On
M

|

By leaving the Full Precision turned on, Scout will display numerical values using
an appropriate (the default) decimal digit option. However, by turning the Full
Precision off, all of the decimal values will be rounded to the nearest thousandths
place.

Full Precision On option is specifically useful when one is dealing with data sets
consisting of small numerical values (e.g., <1) resulting in small values of the
various estimates and test statistics. Those values may become very small with
several leading zeros (e.g., 0.00007332) after the decimal. In such situations, one
may want to use the Full Precision option to see nonzero values after the decimal.

Entering and Changing a Header Name

Highlight the column whose header name (variable name) you want to change by
clicking either the column number or the header as shown below.

1] 1 2

Arzenic

L IR S T R o T
e
(%]

Right-Click and then click “Header Name”

L0 I SRR TS R S

Change the Header Name.
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Ei}

Header Mame

Header Mame: |.ﬁ.rseni|: Site 1
ak. | Cancel |
4. Click the “OK” button to get the following output with the changed variable
name.
1] 1 2
Arzenic Site 1

i -

3 43

4 5.4

]

2.6 Editing

Click on the Edit menu item to reveal the following drop-down options.

[ Scout 4.0 - [WorkSheet]
oL File B8 Corfigure Daka  Graphs  Stats)GOF  Outliers/Estim.
Mavigal — Cut (Ckrl-) 0 [ 1
Copy (Ckrl-C) | '
Marne |

Paste (Chrl-v)
Wy orroreer

The following Edit drop-down menu options are available:

e Cut option: similar to a standard Windows Edit option, such as in Excel. It
performs standard edit functions on selected highlighted data (similar to a buffer).

e Copy option: similar to a standard Windows Edit option, such as in Excel. It
performs typical edit functions on selected highlighted data (similar to a bufter).

e Paste option: similar to a standard Windows Edit option, such as in Excel. It
performs typical edit functions of pasting the selected (highlighted) data to the

designated spreadsheet cells or area.

e Note that the Edit option could also be used to Copy Graphs.
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2.7 Handling Non-detect Observations

Scout can handle data sets with single and multiple detection limits.

For a variable with non-detect observations (e.g., arsenic), the detected values, and the
numerical values of the associated detection limits (for less than values) are entered in the
appropriate column associated with that variable.

Specifically, the data for variables with non-detect values are provided in two columns.
One column consists of the detected numerical values with less than (< DL;) values
entered as the corresponding detection limits (or reporting limits), and the second column
represents their detection status consisting of only 0 (for less than values) and 1 (for
detected values) values. The name of the corresponding variable representing the
detection status should start with d_, or D_ (not case sensitive) and the variable name.
The detection status column with variable name starting with a D (or a d ) should have
only two values: 0 for non-detect values, and 1 for detected observations.

For an example, the header name, D _Arsenic, is used for the variable, Arsenic having
non-detect observations. The variable D _Arsenic contains a 1 if the corresponding
Arsenic value represents a detected entry, and contains a 0 if the corresponding entry for
variable, Arsenic, represents a non-detect.

There should not be any missing value in the non-detects column. If there exists an
observation with no indication of “0” or “1” in the non-detects column, then that
observation should be deleted if the various methods for non-detects are to be used.
Otherwise the methods for detected data (i.e., methods which do not require a non-detects
column) can be used.
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5] D:\example.wst

0 1 2 3 4 5 53

Arzenic | D_drsenic | Mercury D_Mercury Vanadium Zinc Group
q 4.5 u] 0.07 1 16.4 89.3 Surface
2 BE 1 0.07 1 16.8 0.7 Surface
a 4.2 u] 011 o] 17.2 95.5 Surface
4 5.4 1 0.z a 19.4 113 Surface
[ 9.2 1 0.1 1 15.3 2BE Surface
=3 E.2 1 01z 1 308 80.9 Surface
7 E.7 1 0.04 1 29.4 0.4 Surface
2 5.5 1 0.06 1 13.8 89.2 Surface
=] 8.5 1 093 1 1849 182 Surface
10 B.ER 1 0125 1 17.25 20.4 Suface
11 5.4 1 01a 1 17.2 1.9 Subsurface
12 55 1 0. 1 16.3 112 Subsurface
i3 549 1 0.29 1 16.8 172 Subsurface
14 5.1 1 0.44 1 171 99 Subsurface
15 5.2 1 01z 1 103 90.7 Subsurface
16 4.5 u] 0.055 1 15.1 BE.3 Subsurface
17 E1 1 0.055 1 243 75 Subsurface
1g E1 1 0. 1 18 185 Subsurface
19 E.2 1 0.E7 1 16.9 184 Subsurface
20 & 1 01 1 12 ES2.4 Subsurface
o1 0.8 1
ey 0.26 1
23 0.97 1
24 0.05 1

0.26 1 i
11 ;l_‘

2.8 Handling Missing Values

(™ Scout 4.0 - [WorkSheet]
sl File Edit Configure BBEEM Graphs Stats/GOF  Outliers/Estimates Regression  Mulkivariste EDA  GeoStats Programs  Window  Help

Mavigation Pangl ] Copy 1 ol e e I e
R p— N 1 il L l L il {a
Marne . Impute MO Data = 1 1
WarkSheet | Handle Wit Replace Missing with Mean
TransForm (Mo NDs) Replace Missing with Median
m S| | Remove Rows with Missing Data

Section 4.4 details how missing values are treated in Scout.
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2.9 Saving Files

-E‘Iﬁ Edit  Comfigure  Window
Mew
Open
Irnpork k

| =

Close

Save

Prink
Prink Prestiew

Exit

e The Save option allows the user to save the active window.
e The Save As option allows the user to save the active window. This option

follows typical Windows standards, and saves the active window to a file in Excel
(*.xIs) format or an output sheet (*.ost) format.

210 Printing Non-Graphical Outputs

1. Click the output you want to copy or print in the Navigation Panel.
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(™ Scout 4.0 - [HuberOut.ost]

ol File Edit Configure Programs ‘Window Help

CEX

MNavigation Panel |

MName

D:WMaraimySecout_Fo. . User Splected Dptidn
OLSOut ost Date/Time of Computation
OLSresl. gst From File
OLSresXY gst Full Precision
OLSreshDX gst Critical Alpha

OLS_YYhat. gst
OLSresY . gst il
COLSresYhat.gst Initial Estimates

Influence Function Alpha

HuberOut. nst Display Correlation B Matris
Huherlndex of Ohse Distibution of Squared MDs
HuberDD gst Humber of Iterations

Huberc. gst

Show Intermediate Resulks
Title: for Index Plot

Title for Distance-Distance Plot
Title: for Q3 Plot

Graphics Critical Alpha

MDD+ Distribution

Nurnber of Observations

Humber of Selected Yariables

Ll

Log Panel

| Huber Multivariate Outlier Andlysis

1/411/2008 415:46 Pt

D:AMaraintScoul_For_windows'S coutSourceworkDatinE xceBRADU
OFF

0.05

0.05

Fiobust Median Vector and OKG (MaronnaZamar 2002] b atiix
Do Mot Display Carrelation B matris

Beta Distribution

10

Do Not Display Intermediate Results

Huber Estimate

Huber Estimate

Huber Estimate

0.05

Beta

75
4

4

2. Click File » Print.

™ Scout 4.0 - [HuberOut.ost]

LOG: 41526 PM =[Information] v-Hat ve Residuals Plot of Residuals was generated!

LOG: 4:15:49 PM =[Information] Index Plot of MDs was generated!

LOG: 4:15:51 PM =[Infarmation] Classical Distance versus Distance Plot of MDs was generated!
LOG: 41553 PM =[Information] QQ Plot of MDs was generated!

all Edit  Configure Programs
fi  Mew
—  Open
N | |
—  Import r
Close 0.
Save
Save As ...

Prink Presview

Exit
B HuberOut, ost

Huberindex of Obse. ..
HuberDD. gst
Huber((), gst

211 Working with Graphs

Advanced users are provided with two sets of tools to modify graphics displays. A

7]

graphics tool bar is available above the graphics display, and as the user right clicks on
the desired object within the graphics display, a drop-down menu will appear. The user
can select an item from the drop-down menu list by clicking on that item. This will allow
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the user to make desired modifications as available for the selected menu item. An
illustration is given below.

2.11.1 Graphics Toolbar

BB S|l K-8 @i 2 pER | & I =] | _ReDiaw
Scatter Plot of Discriminant Scores

27

.
-

42
o

6.2

-T2

-8.2

Ds1

82

-12.2

101 114 124 131 144 151 161 171 161 184 201 41 )
Ds2

1@z A3

The user can change fonts, font sizes, vertical and horizontal axes, and select new colors
for the various features and text. All of those actions are generally used to modify the
appearance of the graphic display. The user is cautioned that those tools can be
unforgiving and may put the user in a situation where the user cannot go back to the
original display. Users may want to explore the robustness of those tools and become
more experienced in their use before actually trying to use those graphic tools on real
data sets.

Another feature in this graphics tool bar is the presence of one, two, or three drop-down
variable selection boxes, depending upon the type of graph.

e The XY Plot in Regression has only one drop-down variable selection box
for different X variables.

e The Scatter Plots in 2D Graphs, Principal Component Analysis, and
Discriminant Analysis have two drop-down variable selection boxes for
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selecting different X and Y variables. The first box is for the X variable
and the second box is for the Y variable.

e Scatter Plots in 3D Graphs have three drop-down variable selection boxes
for selecting different X, Y and Z variables.

e The user can select the required variables and the new graph is obtained
by clicking the “Redraw” button. An example is given below.

Note: One can select variables from the graph itself, as shown in the following figure.

Graph: PROP principal components scatter plot.

Data Set used: Well-known Wood data set. All five of the X-variables were selected to derive the PCs.
Default Graph Obtained: PC1 is drawn along the X-axis and PC2 is drawn along the Y-axis.
Changing X-axis variable to PC4 and Y-axis variable to variable X2.

RGN0 E FliE £ ER| & PCa = v ReDraw
Scatter Plot of PROP PCs
271
2.24 =
ir|

174

1.24 o

074 -

i
i
oy 024
8] o ir i | i
i} I}
L A ®
ir
076
126 &
- |

76

26 IF

276

253 203 453 03 053 003 047 na7 147 1497 247 271

PCA1
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The X-axis variable is PC4 and the Y-axis variable is variable X2.

RBS| (R |8 GF | i A B B | g [PCe [ | ReDraw |
Scatter Plot of PROP PCs
0175
|
0166 o
|
r =
0.156 =
0146
|
% Rk =
o ]
0128 = =
]
i
0116 - o
I
0108 Ir] Ir]
|
0.096
548 -49 -39 -28 -18 08 a1 e Es)
PC4

2.11.2 Drop-Down Menu Graphics Tools

Those tools allow the user to move the mouse icon to a specific graphic item such as an
axis label or a display feature. The user then right clicks the mouse button and a drop-
down menu appears. This menu presents the user with available options for that
particular control or graphic object. If one is not careful and experienced, then there is a
small risk of making an unrecoverable error when using those drop-down menu graphics
tools. As a cautionary note, the user can always delete the graphics window and redraw
the graphical displays by repeating their operations from the datasheet and menu options
available in Scout. An example of a drop-down menu obtained by right clicking the
mouse button on the background area of the graphics display is given as follows. Some
of the options are: changing the color of the observations, changing the type of graph,
viewing the observation numbers (Point Labels), and editing the title of the graph.
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2na|l N REPLP ELSHER & E - =] Aebran
Scatter Plot of PROP PCs
0175
0166 o
' = Toolbar
- L Diata Editor L 2
0146 |l_ Gallery PO 1=l foa P 22
Colar » ldﬂa B o= lpf [HE =
N {
» 0138 aef  Edittitle bt & O i A& o = i
1
o A Point Labels BE AKXl o
- o L EE .
i ) &
0116 % Properties.., = -
0106 ] -]
I
0.096
-54 -43 -39 -28 -1.8 -0g9 01 11 1.3
: ng | os | os |4 oy |wws | 55 | 03
{1 | 0406| 0436 0.427| 0.4159| 0114] 0.163| 0123 | 0167 | 04118| 0.156| 0159 0434] 04940] 0411| 0.014] 0432| 0.125| 0103 0.163| 0106

Scout provides a different Drop-Down Menu Graphic Tool in the presence of
observations of various groups. This can be used to change the grouping of the
observations on the graph. To perform this feature, move the mouse icon to the particular
observation and click the right click button on the mouse. A menu comes up. Click the
“Change Group” option. A window comes up with “Change Group Drop-Down
Box.” Select the new group of the observation and click “OK” to continue or “Cancel”
to cancel the option. Once a selection has been made, move the mouse icon to that
particular observation and click on the left mouse button. This will change the
observation group assignment and the observation will belong to the new group shown on
the graph.
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Graph of 2D scatter plot with groups from graphs.
Data Set used: Beetles.
Changing the left-most observation from Group 3 (red triangle) to Group 2 (green circle).

F MR+ 58 EE0ER X E

% Gallery »

(& Save changes
[ Change group

W oo »

X Point Labels
~ Properties..

Change group option brings up a Change Group window, as shown below.

% Change Group \;HE“E‘
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The left-most observation from Group 3 (red triangle) now belongs to Group 2 (green circle) on the
graph.

Scatterplot

1611

1513

1413

R REr
O

x1

1313

1213

113
72

W1 @2 A2

To incorporate the changes in the graph to the worksheet, click the “Save Changes”
option after using the right-click button on the mouse. This saves the new grouping to
the first available column on the worksheet as “newGrp.”

Observation 53 changed from Group 3 to Group 2.

i 1 2 3 4

Group | #1 . w2 | newGrp .
43 2 124 152
44 2 120 132
45 2 119 15 2
4 2 119 142
47 2 133 132
48 2 121 152
49 2 128 142
50 2 129 142
51 2 124 132
52 2 129 14/2
53 3 145 g2
54 3 140 13
55 3 140 13
5 3 131 103
57 3 139 13
) 3 139 103
59 3 136 123
B0 3 129 13
51 3 140 103
&2 3

137 93
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2.11.3 3D Graphics Chart Rotation Control Button

The axes in a 3D scatter plot can be rotated using the Chart Rotation Control button
present on the top-left corner of the 3D scatter plot.

y g

When this Chart Rotation Control button is clicked, the Chart Rotation Control tool box
appears. This tool box has three scroll bars for the three axes and a fourth scroll bar for
adjusting the brightness of the graph. The scroll bars can be used to rotate any or all of
the three axes. When the “Reset” button is clicked, the graph is reset to the standard
front view. The “Cancel” button brings the graph to its default view.

Chart Rotation Control

1Az oAz
:| | ﬂ i
| |
. -

Hbuis _
= 1 =0
Light Lewvel

A1 m

Reset [k Cancel
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The angle of rotation for the three axes ranges from -120 to +111 degrees. The positive
sign is for rotation in clockwise direction and the negative sign counter-clockwise
direction. The Light Level scroll bar ranges from 0 for black to 391 for the white
(brightest) level.
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Chapter 3

Select Variables Screens

Scout provides a number of variable selection screens for different types of statistical
analysis. Most of them are illustrated here.

31

Data Drop-Down Menu

3.1.1 Transform (No NDs)

When the user clicks Data » Transform (No NDs), the following window will

appear:

Select Transform

(+ Z-Transform

" Linear(ax + b)
" Matural Log

" LogBase 10
" Explx]

" Pow(=.a)

" BoxCaox

" Ranked

" Ordered

" Rankit

™ ArcSine

" Group ltems

—

—

[® Select Transform Variable

Select a Yariable to Transform

M ame: D

x
P2
FORY N —

Count

75
75
75
75

3

Yariable to Transform

| D | Count

> Mamne
<< <

Select Worksheet

+ Mew ‘Worksheet

NewWorksheetFilename

¢~ -hoose trom Existing
Wworksheets

>

New Column Name

s

Select Column

o 1 Cz#

C3 C4 [

CE C7 ca

o] (ali] cn

1z C13 C1e

15 C16 C1%
v

< *

A

This screen allows the user to transform a single variable. The transformations
available are in the “Select Transform” box.

A single variable is selected and that variable appears in the “Variable to
Transform” box.

The user can select the worksheet to store the transform using the “New
Worksheet” or the “Other Worksheets” and a set of available columns appear in
the “Select Column” box. The user has to specify a name for the new column.
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An example of the selections made is shown below.

.

O TS

. » W

.

.

Select Transform

" Z-Transform

Linear(ax + b]
Matural Log
Log Baze 10
Expl[s]
Powix.a)
Bow-Cox
Ranked
Ordered
Rankit

" ArcSine

Group Items

—

Select a Variable to Transform

Mame | 18] | Count
Count 0 75
«1 2 75
%2 3 75
3 4 75
< | @

Yariable to Transform

Mame

[ D

| Count

>>
<< i

Select Worksheet

" New ‘worksheet

¢ Lhoose trom Existing
Worksheets

BRADU xIs

1

New Column Name

e

Select Column

Ch

ca

[}

C14

ci7

cz20

<

75

|

C6

ca

012

015

cia

c21

f® Select Transform Variable fz|

B
Cic
iz
C1E

Cis

u(l&

3.1.2 Impute: Transform Two Columns to a Column (NDs)

40

When the user clicks Data > Impute (NDs) the window given below will appear.

This selection screen comes up only for data sets having non-detects. If the file

does not have columns for indicating non-detects, then an error message is
displayed in the Log Panel.

This screen allows the user to transform a single variable. The transformations
available are in the “Select Transform” box.

A single variable is selected and that variable appears in the “Variable to
Transform” box.



{® Select Variable To Impute
1~ Select ND's Replacement

& Detection Limit
142 Detection Linit
 Zero

" Nomal RO5 Estimates
" Gamma ROS Estimates
" Lognomal ROS Est.

© Unifom

New Column Name

Select a Yariable to Transform

] >> Mamne | D ‘ Count

N are | D | Count
bt 1 53
Groupls 3 10

5

2,

Select Column

Ok Cancel

Co C1 Cz Ca 4

Ch CE c7 ce ca

10 c11 L4 D i b [MES

Ci5 oe 07 18 Mk}

C20

EEX

¥Yariable to Transform

Select Worksheet
= Mew'workshest

SelectMewWorksheet Filename

" Other Waorksheets

The user can select the worksheet to store the transform using the “New
Worksheet” or the “Other Worksheets” and a set of available columns appear in

the “Select Column” box. The user has to specify a name for the new column.

An example of the selections made is shown below:

(™ Select Yariable To Impute
Select MDs Replacement

Detection Limit
1/2 Detection Limit

Zern

Gamma ROS Estimates

~
~

~

& Nomal ROS Estimates
~

" Lognomal ROS Est.
~

Unifarm

New Column Name

Select a Variable to Transform

I ame ] 5] ] Count
® 1 53
GraupZ 5 20
Group3 7 23

Select Column

Group1>_Imputed

ok Cancel

[} 10 cn iz W]

[ME) 15 C16 ci7 cia

e el 20 el c22 23

C24 25 C26 c27 c2a

EEX

Yariable to Transform

| > M ame ] 6] ] Count |

Graupl 3 10

Select Worksheet

" New 'Workshest

@ Other \Warkshests

BRADU
WorkSheet
censor-by-grpsl
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3.1.3 Copy
e  When the user clicks Data » Copy, the following window will appear:

Select Yariable to Copy E|E|E|
Select a Column to Copy “ariable to Copy New Column Name
M arne I 1D ] Count I > I arne J 10 I Count ]

Araclor] 254

Aroclor_‘without_NaonD... PP

Select Column
Select Worksheet g o o1 2
o New'Workshest

Select NewWorksheet Filename 3 C4 Ch

CE C7 ca
€ Other Worksheets
ca 10 C1
C12 C13 Cl4

15 C1e C17

cia c13 C20

ok ‘ Cancel ‘

e This screen allows the user to copy a single variable to a new column.

3.2 Graphing and Statistical Analysis of Univariate Data

e Variables need to be selected to perform statistical analyses.
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When the user clicks on any drop-down menu (Except Background vs. Site
Comparison option), the following window will appear.

Select Yariables

Yariables Selected

Mame | 1D | Count | M amme | 1D | Couint |

b ercum 2
Yanadium 4 20 PP
Sinc Ja}
Group G
<

Group by variable:

| =

ak | Cahcel |

The Options button is available in certain menus. The use of this option leads
to a different pop-up window.

Multiple variables can be processed simultaneously in Scout.

Moreover, if the user wants to perform a statistical analysis on a variable (e.g.,
contaminant) by a Group variable, click on the arrow below the “Group by
Variable” to get a drop-down list of the available variables to select an
appropriate group variable. For an example, a group variable (e.g., Site Area)
can have alphanumeric values, such as AOC1, AOC2, AOC3, and
Background. Thus, in this example, the group variable name, Site Area, takes
4 values, such as AOC1, AOC2, AOC3, and Background.

The Group variable is particularly useful when data from two or more samples
need to be compared.

Any variable can be a group variable. However, for meaningful results, only a

variable that really represents a group variable (categories) should be selected
as a group variable.

43



e The number of observations in the group variable and the number of
observations in the selected variables (to be used in a statistical procedure)
should be the same. In the example below, the variable, “Mercury,” is not
selected because the number of observations for Mercury is 30; in other
words, Mercury values have not been grouped. The group variable, and each
of the selected variables, has 20 data values.

Select ¥ariables

Variables Selected

M arne |ID | Count | I arne |ID | Count

Mercury 2 30 Arzenic i 20

Group B 20 W anadium 4 20
Zinc 5 20

Group by vanahble:

I =l
Arzenic [ Count =20

Mercury [ Count =30
Wanadium [ Count = 20
Zinc [ Count = 20

Group [Count=20]
ali

ancel ‘

Caution: Care should be taken to avoid misrepresentation and improper use of group
variables. It is recommended not to assign any missing values for the group variable.

More on Group Option

e The group option provides a powerful tool to perform various statistical tests
and methods (including graphical displays) separately for each of the groups
(samples from different populations) that may be present in a data set. For an
example, the same data set may consist of samples from the various groups
(populations). The graphical displays (e.g., box plots, Q-Q plots) and statistics
of interest can be computed separately for each group by using this option.

e In order to use this option, at least one variable representing the group ID

(alphanumeric characters) should be included in the data set. The various
values of that group variable represent different group categories.
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e Note that the number of values (representing group membership) in a group
variable should equal the number of values in the variable (e.g., Arsenic) of
interest that needs to be partitioned into various groups (e.g., monitoring
wells).

e The group column can be any qualitative group ID representing different
species, laboratories, shifts, regions, and so on. For an example, in
environmental applications, data for the various groups represent data from
the various site areas (e.g., background, AOC1, AOC2, ...), or from
monitoring wells (e.g., MW1, MW2, ...).

3.2.1 Graphs by Groups

e Individual or multiple graphs (Q-Q plots, box plots, and histograms) can be
displayed on a graph by selecting the “Graphs by Groups” option.

e Individual graphs for each group (specified by the selected group variable) are
produced by selecting the “Individual Graph” option.

e Multiple graphs (e.g., side-by-side box plots, multiple Q-Q plots on the same
graph) are produced by selecting the “Group Graph” option for a variable
categorized by a group variable. Using this “Group Graph” option, multiple
graphs can be displayed for all of the sub-groups included in the Group
variable. This option is useful when data to be compared are given in the
same column and are classified by the group variable.

e Multiple graphs (e.g., side-by-side box plots, multiple Q-Q plots) for selected
variables are produced by selecting the “Group Graph” option. Using the
“Group Graph” option, multiple graphs can be displayed for all selected
variables. This option is useful when data (e.g., lead) to be compared are
given in different columns, perhaps representing different populations.

Note: It is the users’ responsibility to provide an adequate amount of detected data to perform the group
operations. For an example, if the user desires to produce a graphical Q-Q plot (using only detected data)
with regression lines displayed, then there should be at least two detected points (to compute slope,
intercept, sd) in the data set. Similarly if the graphs are desired for each of the group specified by the
group ID variable, there should be at least 2 detected observations in each group specified by the group
variable. Scout generates a warning message (in orange color) in the lower panel of the Scout screen.
Specifically, the user should make sure that a variable with non-detects and categorized by a group
variable should have enough detected data in each group to perform the various methods (e.g., GOF ftests,
0-0 plots with regression lines) as incorporated in Scout.

The analyses of data categorized by a group ID variable such as:
1) Surface vs. Subsurface,

2) AOC 1 vs. AOC 2,
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3) Site vs. Background, and

4) Upgradient vs. Downgradient monitoring wells, are quite common in many
environmental applications.

3.2.2 Select Variables Screen for Two-Sample Hypothesis Testing

The variables selection screen is different for two-sample hypothesis testing when
compared to single sample hypothesis testing. The “Select Variables” screen is as
shown.

E Select Yariables g@@

Variables

Mame | ID | Cout | & wWithout Group Variable

i 1;2 §§ > First Sample Set
33 Second Sample Set

T With Group Variable

J Variahle r
Group War | =l
First Sample Set | =l
Second Sample Set | =l

Ophions

Ok Cancel

3.2.2.1  Without Group Variable

e The first sample set (e.g., background concentration) and the second sample set
(e.g., site concentration) of variables (e.g., COPC) are selected.

e The “Options” button provides the various options available with the selected
test.

3.2.2.2 With Group Variable

e This option is used when data values of the variable (e.g., COPC) for the first
sample set (e.g., site) and the second sample set (e.g., background) are given in
the same column. The values are separated into different populations (groups) by
the values of an associated group variable. The group variable may represent
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several populations (e.g., several AOCs, MWs). The user can compare two groups

at a time by using this option.

When using this option, the user should select a group variable by clicking the
arrow next to the Group Var option for a drop-down list of available variables.

The user selects an appropriate (meaningful) variable representing groups, such as
Background and AOC. The user is allowed to use letters, numbers, or
alphanumeric labels for the group names. A sample variables selection screen is

shown below.

Select Yariables

Variables
Mame [ 1D [ Cout | ¢ Without Group Variable
Group 0 53
é,ou,ﬂx 13 153 ; Background { Ambient
GroupZ# 5 20
Graup3 7 23 » Area of Concern / Site
= With Group Variable
33 Yariable X

Group Yar Group [Count=53] =

Background { Ambient 2 -

Area of Concern / Site 1 -

Optionz
ak Cancel
7
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3.3 Regression Menu

e  When the Regression Menu is clicked on, the following window pops up.

= Seloct Regression Yariables @

Variables Selected Dependant Variable
RELY | I8} | Count J
Court 0 = »> Warme | 18] | Count J
[t 1 75
w1 2 75 <2
) 3 75
] 4 75

Selected Independant Yariables

M ame | D | Count J

>

<<

Graphics

Options

Ik |

Group

v] Ok Cancel 1
4

e Both dependent and independent variables need to be selected.
e The use of the “Options” button leads to a new options window. The methods on
regression drop-down menu have different “Options” and “Graphics” screens.

They are discussed in Chapter 8.

e Grouping works in the same way as for univariate data.
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3.4

An example of the selected screen is shown below.

™ Salact Regression Yariables [E

Variables

Name ] 1)

] Count

|

Count a

75

Selected Dependant Variable
> Narme ] 18] ] Count ]
¥ 7h
4
Selected Independant Variables
Name ] 10 ] Count ]
w1 2 75
w2 3 7h
w3 4 7h
4
Graphics
Options
Group
- ak Cancel

Multivariate Outliers and PCA Menu

For multivariate outliers or multivariate PCA, the following “Select Variables’

Screen appears:

: Select Variables

Yariables

Mame
Count

1D

Count

Selected

M arrie 1 ie] 1 Count

Giroup by Variable

Optiong I Graphics I

QK I Cancel I

b
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The variables that are to be considered for the analyses are selected and the
“Options” button may be clicked to select from the various options available.
Those options are discussed in Chapters 7 and 9.

A “Graphics” button is provided for Robust/Iterative methods and Principal
Component Analysis methods as shown below. Those options are discussed in
Chapters 7 and 9.

j Select Yariables

Variables Selected

M ame 1 1D | Count | M ame 1 D | Count |

Group by Variable

=
Options J Graphics I
ok, J Cancel I




3.5

Multivariate Discriminant Analysis Menu

When the Multivariate EDA » Discriminant Analysis is clicked on, the following

window appears.

[{®Linear Discriminant Analysis Classical Method

Variables Group by Variable
e | 0 | Eountl LI — Prior Probability
Count ] 75 5 & Equal
v i 75 Selected Matrix Columns S
1 2 75 i
:2 3 75 N ame |0 | Count | : il
wd 4 75 - | Uszer Supplied
<< |
—Scores Storage
& Mo Storage
 Same‘Worksheet
GD[patliJohrzCss oK Carcel  New Worksheet
A
e There should be a group column specifying the various groups present.

The group variable is selected from the “Group by Variable” drop-down bar.

The various variables required for the analysis are then selected.

If the prior probabilities are supplied by the user, then a column should exist in

the work sheet for the prior probabilities and the probabilities can be selected

from the “Select Group Priors Column” drop-down bar.
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e An example is illustrated below.

EHLinear Discriminant Analysis Classical Method x|
Variables Group by Variable
Hame [0 | Count| Icounl [Count =150 j — Pricr Probability
count 1} 150 i  Equsl
Friors £ 3 Selected Matrix Columns A
MHame | 1] | Countl " Estimated
53 | sp-length 1 160 " User Supplied
sp-width 2 1580
pt-length 3 180 Select Group Priors Column
pt-width 4 150
LI IPriors [Count=23] j
—Scores Storage
Options | ' Mo Storage
" Game Workshest
Graphics " Mew'worksheet
e (]9 Cancel
A

Note: The Prior Probability box is not available for the Fisher Discriminant Analysis since equal priors

are assumed.
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Chapter 4
Data

Scout provides the user with an array of options to modify the given data, both without
non-detects and with non-detects. The various options include:

e Copy: copies data from one column to another.

e Generate: generates univariate and multivariate data.

e Impute: generates estimated data for non-detect observations.
e Missing: handles missing observations.

e Transform: transforms data without non-detects using mathematical functions.

41 Copy
1. Click Data » Copy.

Scout 2008 - [D:\Narain\WorkDatInExce \STACKLOS5]
o= =l File Edit Configure WSEGEW Graphs Stats/GOF  Outliers/Estimates QA/QC Regression Multivariate EDA  GeoStats Programs  ‘Window Help

Mavigation Panel l 2 3 4 5 3 7 8 3
Generate Data 4 Tenp | AcidCane
Marne Handle Missing Data » :
['I.'. l-.l__ L L [ I‘[I - I D 2? 89
1MarainWWorkDatl. .. Transformation (Mo NDs)  »
OLSOut. ost Expand Data 0 ey 83
OLZressY gst Bensford's Analysis d ] |0
[l =l TNt - 1 =

2. The “Select Variable to Copy” screen (Section 3.1.3) will appear. Also, see
example screens shown below.

e A single variable is selected and that variable appears in the “Variable to
Copy” box.

e The user can select the preferred worksheet in storing the transformed data
using the “New Worksheet” or the “Other Worksheets” and a set of
available columns appear in the “Select Column” box. Ifthe “New
Worksheet” option is selected, then the data is copied onto the new
worksheet. If the “Other Worksheets” option is selected, a set of
available worksheets are displayed and the columns available for the
selected “Other Worksheet” are also displayed. The user has to specify a
name for the new column.
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e Examples for the selections using “New Worksheet” and “Other

Worksheet” are shown below.

Select Variable to Copy

Select a Column to Copy Yariable to Copy

Mew Column Name

|

Name 1 18] 1 Count ] > Name 1 D 1 Court

Aroclor_Without_MNonDr... 2 44 Aroclor] 254 i} 53

[

I~ Seledt Worksheet

0 Mew worksheet

Select NewWorksheet Filename

NewFileName

7 Other Worksheets

ak ‘ Caticel ‘

CopiedColumn

Select Column

co

C3

CE

ca

C12

C15

c1a

(]

C4

cv

oali]

C13

C16

13

c2

Ch

ca

cn

C14

17

c20

£ Select Yariable to Copy:

Select a Column to Copy Variable to Copy

New Column Name

Mame ] 18] ] Count | 33> M arne ] D ] Cavnt

Araclor1 254 0 B3 Araclor_Without_NonD... 2 44
L

Select Worksheet

" New Worksheet

* Other Worksheets

BRADU
censor-by-grpsl xls
Aroclor 1254

Ok ‘ Cancel ‘

o

CopiedColurnn

Select Column

C2

CE

[}

c12

C15

[ME]

C21

4

c?

ci0

(S ]

C16

[ME]

C22

Ch

ca

ch

C14

C17

[l




4.2 Generate

The Generate option generates univariate uniform, normal, gamma and lognormal
distributed random numbers, and also multivariate normal data.

4.2.1 Univariate
1. Click Data » Generate » Univariate.

Scout 2008 - [D:\Narain\WorkDatInExce \STACKLOS5]

o<l g File Edit Configure NSEWEW Graphs Stats/GOF  Outliers/Estimates QAJQC Regression  Multivariate EDA  GeoStats Programs  Window  Help

Mavigation Panel l Copy I 2 2 4 5 [ 7 a8 9

Generate Data Univariate Unifarm
Mame | Handle Missing Data ¥ Multivariske #
aintork Transformation (NoMDs) » F | Gamma
QLZ0ut. ost Expand Data B0 2 Lograrrmal
OLSresxY gst Bensfard's Analysis 75 25
[T R=Ta T R = ~ =
2. Random numbers from the four different distributions are generated:

e Uniform distribution: input parameters are “a” (lower limit) and “b”
(upper limit).

e Normal distribution: input parameters are “Mu” (mean) and “Sigma”
(standard deviation) of raw data.

e Gamma distribution: input parameters are “Alpha” (scale parameter) and
“Beta” (shape parameter).

e Lognormal distribution: input parameters are “Mu” (mean) and “Sigma”
(standard deviation) of data is log-transformed space (logged data).
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An example for the normal distribution is illustrated.

Click Data » Generate » Univariate » Normal.

E Generate Univariate Normal Data E@

Select Worksheet

MWumber of Observations

,‘T“ * Mew wWorkshest

SelectNewWorksheet Filename

Mu [Mean]

[0

" Other Worksheets

Sigma [Stdv]

T

Marme of New Colunh

Ok, ‘ Caricel ‘

A

o Specify the number of observations required. The default is “20.”

o Specify “Mu” (mean) and “Sigma” (standard deviation). The
defaults are “0” and “1,” respectively.

o Specify the name of the new column.

o Select the worksheet into which the new data is to be generated.



e Click “OK” to continue or “Cancel” to cancel the Generate option.

[® Generate Univariate Normal Data g@@
Select Worksheet
Mumber of Observations

0 @ New Workshest

SelectNewWorksheet Filename

]NurmaIData
tu [Mean]

3
 Other Worksheets

Sigma [Stdv]

[ o5

Marne af Mew Column

] RandomMumbers

ak. ‘ Cancel ‘




Output Screen for Univariate Normal Data.

8 Scout 4.0 - [MormalData]

oLl File Edit Corfigure Data Graphs Stats/GOF  Outliers/Estimates F

Mavigation Panel ] 0 1

Marne I | RandomMumbers |
WorkSheet 458556289197 232

MormalData 3461244095532
28 215307221327
| 207348180831 91800
| 3494E7504882474
3.40443935BE6417
3.01367 22893161
3882082735344
g | 2F4137053953798
10 | 218959283116352

[ T R = o R ST N

The new worksheet has been named “Normal Data,” as seen in the Navigation Panel.

4.2.2 Multivariate
1. Click Data » Generate » Multivariate » Normal.

Scout 2008 - [D:Warnain\WorkDatInExce \STACKLOSS]
o=l @&l File Edit Configure [BEEN Graphs Stats/GOF  OutliersjEstimates QAJQC  Regression  Multivariate EDA  GeoStats Programs  MWindow Help

MNavigation Panel l Copy i 2 3 4 5 [ 7 3 9
Generate Data Urivatiate  » [~ __
Mame | Handle Missing Diata [l Multivariate  » [‘
DMarainsWorkDatl. .. Transfarmation (Mo NDs)  »
OLS0ut. ast Expand Data 0 & a8
E)L? F_E st gst Bensford's Analysis 5 & 30
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{8 Generate Multinormal

Available Columns

] M amme I 0 | Count|
G
Sd1 2 2
5d2 CEE

MNurnber of Obgeryations

—

Select Mean Vector Column
| =l

Cowvariance S Matirx
1 1D J Count|

Mame

oK Cancel

FEX
I Select Worksheet

™ New ‘workshest

SelectNew Worksheet Filename

l

™ Other Workshesets

A

Note: In order to use this option, the user should make sure that there is a column for the mean vector and
p columns for the variance covariance matrix, where p is the number of variables in the matrix.

o The mean vector is chosen from the “Select Mean Vector
Column” drop-down bar and the columns representing the
columns of variance-covariance matrix are chosen for the
“Covariance S Matrix.”

o The selected worksheet represents the worksheet where the new
generated data would be stored. The generated data then can be
used in various other modules of Scout or some other software.

o Ifthe “New Worksheet” is selected, then a name for the
worksheet has to be specified.

o Click “OK” to continue or “Cancel” to cancel the Generate option.

ﬂg Generate Multinormal g@@
Awvailable Columns Select MeanVector Column Select Worksheet
Mame ] D ] Eount] |Mean [Count=2] ﬂ " Newworksheet
Mean 0 2
MM_0 310 Covariance S Matirx
MM_1 4 10
- Name ] 8] ] Count]
= Std. Dew 1 1 2
I Std. Dev 2 2 2 ¢ Other Workshests
2 B... '
Shee
t
Mumber of Observations
]T 0] Cancel
A
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Output Screen for Multivariate Normal Data.

3= Scout 4.0 - [WorkSheet]

4.3 Impute (NDs)

oLl File Edit Configure Data Graphs Stats/GOF  Outliers/Estimakes Reqgression  Mulkivariate EDA  GeoStats  Programs  Window  Help
Mavigation Panel \ o 1 2 3 4 5 B
Name J Mean | MMO  5idDev | SidDev2  MNDO MNT
WarkSheet 1 10 2 0.6 16.25376533470E2 1243300850408
D-MarainmScout Fooo 2 15 0B 3 183297427239163 12.2910863842053
D:\Narain\SCDut:FD... 3 17.2531862559983  8.21118433085578
4 14 4336726483095  B.60121110983546
5 15.3956066747923  12.48778492786680
- 10 7NARNZN107117 O RQAN2AE2E1 N0

Data sets with non-detect observations are transformed using the impute option. Various
options are available to impute (estimate or extrapolate) the non-detect observations. The
use of this option generates additional columns consisting of all of the extrapolated non-
detects and detected observations. Those columns can be appended to the any of the
existing open spreadsheets or in a new worksheet.

1. Click Data » Impute (NDs).

Scout 2008 - [D:\WNarain\WorkDatinExce A\FLLLIRIS-nds]

o=l File Edt Configure NEEEEW Graphs StatsiaOF  Outliers/Estimates  QA/QC  Regression  Mulkivariate EDA  GeoStats Programs  Window Help
Mavigation Panel Copy 1 2 3 4 5 6 7 8
MName Generats Data d ngth | sp-width | ptlength | prwidth IG_SI?I; u—.:ﬁ; |u_p:|-r. d_pt-width
Impute MC Data 1 a5 T4 73 ] ] 141 ] ARl : 3
D:MaraintWWorkDatl yandle missing Data b ) i i i
OLS0ut. ost Transformation (Mo WDs)  # 43 2 14 0z 1 1 1 1
OLSreskY . gst Expand Data 4.7 3.2 1.3 0.z 1 1 1 1
OL50ut_a.ost Eensford's Analysis 4k 21 15 0z 0 0 o o
OLSreskY a.ost m— g 3 ar i a na 4 4 4 1

2. The “Select Variable to Impute” screen (see Section 3.1.2 and the screen below)

appears. The various options available are:

e Detection Limit: the non-detect observations are given the values of the
detection limit.

e Y Detection Limit: the non-detect observations are given the values of the
one-half of the detection limit.

e Zero: the non-detect observations are given zero values.

e Normal ROS: Regression on Order Statistics (ROS) is used to extrapolate
the non-detect observations using a normal model.

[ ]

Gamma ROS: Regression on Order Statistics (ROS) is used to extrapolate
the non-detect observations using a gamma model.

60



e Lognormal ROS: Regression on Order Statistics (ROS) is used to
extrapolate non-detect observations using a lognormal model.

e Uniform: the non-detect observations are given a value of a uniform
distribution random number with the lower limit as zero and upper limit as
the detection limit.

An example for the Normal ROS is illustrated.

e C(Click Data » Impute (NDs).

o In the “Select Variable To Impute” screen, the following options

are selected.

[ Select Yariable To Impute

Select MDz Replacement

Detection Lirnit
142 Detection Limit

Zero

Gamma ROS Estimates

~
~

~

* Mormal ROS Estimates
~

" Lognarmal ROS Est.
~

Unifarm

New Column Name

Select a Yariable to Transform

Mame

R
Group
Group3-

Select Column

Group1>_Imputed

oK Cancel

o]

C14

19

C24

10 cn 12

C15 Cl6 [

C20 c21 C22

C25 C26 C27

13

[E:]

C23

23

Yariable to Transform

| 3> Narne

[ 1D

| Count

Groupl

Select Worksheet

" Mew wWorkshest

(+ Other "Workshests

3

10

BRADU
WorkSheet

censor-by-grps1

2|

o Select the method to replace NDs (“Select NDs Replacement”),

the variable to transform, the New Column Name, and the

worksheet.

e C(Click “OK” to continue or “Cancel” to cancel the impute option.
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Output Screen for Impute using Normal ROS.

2= Scout 4.0 - [D:ANarainiScout_For_Windows}ScoutSource¥WorkDatInExce \Datakcensor-by-grps1]

oL File Edit Configure Data Graphs Stats/GOF  Outliers/Estimates Regression  Multivariate EDA  GeoStats  Window  Help

Mavigation Panel ] ] 1 2 3 4 5 | & 7 | s | 10 11
T — I N BT R e T e I T T
D\MarsimEeont Fa. 1 1 3202 1 3202 1 19801 1 116467 1 3202
WarkShaet 2 T 4238 1 4738 1 238% 1 102922 1 4238
DiiNaraimyScout_Fa... 3 1 452 1 452 1 15 1] 93.659 1 452
4 1 7.233 1 7.233 1 31565 1 97334 1 723
5 107 1 20777 1 9.909 1 97.985 1 20777
g 1 14138 1 14138 1 18467 1 100859 1 14138
7 1 4 0 4 0 15006 1 819 1 -2 0822276892687
a 1 4 ] 4 0 £.862 1 111082 1 0.853950448224578
a 1| 139 1 13935 1 25797 1 110318 1 13935
10 1 6174 1 6174 1 2392 1 92149 1 6174
1 2 19600 1 37867 1 9alie 1

4.4 Missing

Scout has three methods to handle missing observations. The first method replaces the
missing observations by the mean of the data, the second method replaces the missing
observations by the median of the data and the third method removes the rows with
missing observations. A new column is created for the selected variable using the
selected option. This new column can be added to a new worksheet or an existing
worksheet. Note that observations are given values 1E-31 or 1E+31 (considered to be
missing).

1. Click Data » Missing » Replace Missing with Median.

Scout 2008 - [D:\NarainA\WorkDatInExce AFULLIRIS-nds]

o=l Fil= Edit Configure EBEWEM Graphs StatsiGCOF  OutliersiEstimates QASQC  Regression  Multivariste EDA  GeoStats Programs  Window  Help

Mavigation Panel Copy 1 2 3 4 5 & 7 8
Mame Generate Data ' ngth | spwidth | phlength | ptowidth F—Sﬂ‘ G—-:}Dl,; |U—D:;1 d_ptwidth
- Impute ND Data =1 AE T4 0z e 1 all 1 e 1 1
DM araintyark Dat| e Replace Missing with Mean 02 i ] i ]
OLS0ut ost NENEa R Replace Missing with Median :
OLSreskY. gst Expand Data Remove Rows with Missing Data 02 1 1 1 1
OLS0ut_a.ost Bensford's Analysis [*® EA| (<] 0.2 0 0 0 0
Ml Skee¥Y a2 nat m - - e - e P P
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2. The following screen appears:

[® Select Variables to Modify E@E
Variables Selected Select Worksheet
Hame Lo | Coun_| & New Worksheet
Select NewWorksheet Filename
7 Other Worksheets
Ok Cancel

o Select the variable to modify (“Variables”).

o Specify whether the new column should be added to a “New
Worksheet” or to existing “Other Worksheets” (under “Select
Worksheet”).

e C(Click “OK” to continue “Cancel” to cancel the missing option.

Output Screen for Missing (Replace rows with the median).

E® Scout 4.0 - [WorkSheet]

Bl File Edit Configure Data Graphs Stats/GOF  Cutliers/Estimates Regression  Mulkivariate EDA

Mavigation Panel ‘ [ 0 i [ 2 a | 4
fee J i Data m_Date!___: . :
YWiarkSheet 1 - 2

2 5 5

5 0g 0E

4 0.a 0.8

5 4 4

g a 2

7 9 C]

8 4 4

g 4

10 1 1

12 3 gl

13 DOOOE+D3 4

14 | 4 4

15 B 5

16
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4.5

Transform (No NDs)

Scout offers a number of options to transform the variables without non-detects:

I.

z — transform: standardizes the variable; i.e., the mean of the observations is
subtracted and the result is divided by the standard deviation.

Linear (ax + b): gives a linear transformation of x. The values of “a” and “b” are
entered by the user.

Natural Log: gives the natural logarithm transform of the variable.
Log Base 10: gives the logarithm to the base 10 transform of the variable.
Exp(x): gives the exponential transformation of the variable.

Pow(x, a): gives the value of the variable “x” raised to power “a.”

) . . ) x“ =1
Box-Cox: gives the Box-Cox transformation of the variable; i.e., [—J, the
a

value of “a” is entered by the user.

Ranked: gives the order number of the observations in the variable after sorting.
Ordered: sorts the data in ascending order.

Rankit: gives the expected values of ordered statistics of the standard normal
distribution corresponding to the data points in a manner determined by the order
in which the data points appear.

Arecsine: gives the arc-sine value of the observations in the selected variable.
Group Items: this option is used in conjunction with the Discriminant Analysis
for data sets with groups. This option outputs the group names in a sorted order

in the selected column. This option is useful when the user wants to input the
values of prior probabilities for the groups.

Click Data » Transform (No NDs).

™ Scout 4.0 - [D:\Narain\Scout_For_Windows\ScoutSource\WorkDatinExce BBRADU]

8L File Edit Configure NBEWEN Graphs Stats/GOF  Outliers/Estimates Regression  Mulbivariate ED4  GeoStats  Programs  Window  Help

Mavigation Panel Copy | 2 3 4 5 g 7 g
Generate Data 3 7 | i T 2 T e T T 1 |
S Impike hETb ke 37 101 196 283
DoMarainhscout_Fo  Handle Missing Data i i ; :
TR 1001 a5 205 254
Transform (Mo NDs)
ma mz a2 il
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2.

The “Select Transform Variable” screen (See also Section 3.1.1) appears.

o Specify the transform to apply (“Select Transform™).

o Specify a variable to transform (“Select a Variable to
Transform™).

o Specify whether the new column should be added to a “New

Worksheet” or existing, “Other Worksheets” (under “Select

Worksheet”; then, enter a name for the transformed variable
(under “New Column Name”).

e Click “OK” to continue or “Cancel” to cancel the Transform option.

[ Seloct Transform Variable

ic

=
=
=
=
=
&
=
=
=
=
=

Select Transform

Z-Tranzfarm
Linear|ax + b]
Matural Log
LogBase 10
Explx)
Fowl(s.a]
Bow-Cox
Rarked
Ordered

R ankit
ArcSine

Group [tems

—

Select a Yariable to Transform

Yariable to Transform

C4 ™

C7

Cir

Cii

CTE

M arne 1 18] 1 Count 853 Marne I 10 1 Count
Data i 15 r_Data 1 15
8 & &
- Select Worksheet New Column Name
T MewwWorkshest < Transtorm
Select Column
C2 C3
&+ Other‘Worksheets
WorkSheet Cs CG
WorkSheet_a
8 ca
i1 ciz
C14 C15
£ ¥
17 c1a
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Output Screen for Transform (No NDs).
Selected options: z — transform and Ranked.

/% Scout 4.0 - [WorkSheet_a]

Bl File Edit Configure Data Graphs Stats/GOF  Outliers/Estimates Regression  Mulbivariabe EDA  GeoStats  Window

Mavigation Panel ] 0 1 2 3 4 5

Mame | Data . m_Data . . Z_Tranzfarm R anked
Work Shest 1 3 3 -0, 31 038696593722 3
WiarkShest 5 2 ] ] [0.50E4208391 507280 4

- 2 0e 0.E -1.290556332054 760 10

4 ns 0a -1.20887555154496 11

5 4 4 0.09801 B936611754 1

E a a 1. 7363254680765 12

7 9 9 2.14003644935663 4]

a 4 4 [0.09801 B936611754 a

g 4 0093071 E936611754 9

10 1 1 1.12719477103817 13

11 1 1 1.12719477103817 14

12 3 3 -0, 3103869653722 2

12 :]EIEIEIEIE +031 4 0.092071 6936611754 15

14 ' 4 4 [0.09801 B936611754 E

15| ] ] [0.50E4208391 807280 7

1R

4.6 Expand Data

Scout allows the user to generate the interaction terms using the available variables. This
part of the Scout program was developed so that the user can generate interaction terms
for regression analysis. The highest power supported by Scout is 10. But the user is
cautioned that the maximum number of interaction terms supported by Scout is 256. If
more than 256 terms are generated, then those terms will not be displayed on the
worksheet. The user is also cautioned that generating interaction terms with high degrees
takes up considerable computer resources and computing time.
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1. Click Data » Expand Data.

Scout 2008 - [D:\Narain\WorkDatInExcel\STACKLOS5]
o=l =l File Edit Configure NSEWEW Graphs Stats/GOF  Outliers/Estimates QAQC  Regression  Mulbivariate EDA  GeoStats Programs  Window Help

Mavigation Panel ] Copy 2 3 4 5 g 7 a q
Generate Data .2 .
Marme T Temp. | Acid-Conc
| Handle Missing Data » 0 57 a9
Transformation (Mo MDs)  F
Expand Data 0 e &
OLSresyY . gst Bensford's Analysis 5 s |0
Ml =Mt a nst ur 5 ] LTl a7
2. The following “Select Transform Variable” screen appears.
Select Variables for, Expansion
Yariables Variables to Bxpand Expand Selected Yariables to this Power
Mame | 18] | Count| MName | 1D | Count| 'f
Stack-Lozs 0 1 Air-Flow 1 A
Temp. 2 2
Acid-Conc 3 21

Select where to place the expanded columnz

<L
J " Add columns ta curent worksheet

' Place expangion in a new workshest

Select Filename for new worksheet

|New Sheet for Data Expanzion

v Copy Dependent Caolumn to new worksheet

|Stack-Loss [ Count=21] j

™ Copy Group column to new work sheet

0K | Canecel |

A

o Specify the variable to expand (“Variables to Expand”).

o Specify the power /degree (“Expand Selected Variables to this
Power”).

o Specify whether the new columns should be added to a “New
Worksheet” or existing, “Other Worksheets” (under “Select
Worksheet”; then, enter a name for the transformed variable

(under “New Column Name”).

o If new worksheet option is selected specify if the dependent
variable used in regression should be copied to the new worksheet.

o If new worksheet option is selected specify if the group column
should be copied to the new worksheet.

e C(lick “OK” to continue or “Cancel” to cancel this option.
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Scout 2008 - [Mew Sheet for Data Expansion]

g- File Edit Configure Data Graphs Stats/GOF  Outliers/Estimates QAMQC  Regression  Multivariate EDA  GeoStats  Progr

Mavigation Fanel l 0 1 2 3 4 5 G 7
e | A AR AC BE BC CC
D-\MarainsorkDatl 1 6.400 2160 7120 729 2403 7.1
) heet for Data, . 2 £,400 2,160 7.040 729 2,376 7.744
Expansion. ost 3 v B.E25 1,875 E.750 625 2,250 8,100
4 28 3.844 1.488 5.394 576 2.088 7.5E3
5 18 3.844 1,364 5394 484 1.914 7,563
g 18 3.044 1.426 5.394 529 2.0 7,569
7 13 3044 1.488 5.7EE 576 2,232 8,543
a 20 3.844 1.488 5.766 576 2232 4,643
q 15 3.364 1.334 5.046 529 2.0 7,569
10 14 3,364 1.044 4,640 324 1.440 £, 400
1 14 3.364 1.044 5,162 324 1.602 =
12 13 3,364 936 5104 283 1,496 7744
13 1 3,364 1.044 4,756 324 1476 B.724
14 12 3364 1,102 5,394 361 1,767 8,649
15 8 2,500 500 4,450 324 1,602 7.921
1B 7 2,500 900 4,300 324 1.548 7396
17 8 2500 550 3,600 361 1,368 5,184
18 g 2,500 950 3950 361 1.5M 6,241
19 9 2,500 1.000 4,000 400 1.600 £.400
o0 15 3136 1120 4532 400 1.640 6,724
- 15 4,900 1.400 6.370 400 1.820 8,281

Note: A second output sheet called “Expansion.ost” will be generated. This output sheet will indicate what
the variables in the column header stand for in the interaction terms.

% Scout 2008 - [Expansion.ost]

o= File Edit Configure Programs Window Help

Mavigation Panel l

Marme | Expansion Legend
CisMaraindork Datl Date/Time of Computation  10/23/2008 12:49:41 PM
Mew Sheet for Data. . From File  D:\MaraintwworkD atlnE wcel\STACKLOSS
sion. ost To Mew wWorkshest  New Sheet for Data Expansion

Expandedtothe  2nd Power

Representation  Actual Y ariable Name

A Air-Flow
"B Temp.
O Acid-Conc
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4.7 Benford’s Analysis

Benford’s law (see separate pdf file of Appendix C for details), less commonly known as
Newcomb’s law, the first digit law, the first digit phenomenon, and the leading digit
phenomenon, was independently discovered first by Simon Newcomb (1881), and then
by Frank Benford (1938). Each noticed that the beginning tables of books of logarithms
were “dirtier” at the beginning (due to use) rather than at the end, noting that some
particular first digits should occur with a greater “natural” frequency.

Newcomb’s form of the law is given as

p(dl(i)=i)=1ogm[1+#(i)]; i=1,2,3,..,9

And the equivalent Benford’s form of the law is given as

. . A . .
p(d,(7)=1)=log, | 0| s i=1,2,3,..,9
where p(d;(i) = i) is the probability that the first place,j=1 (j =1, 2, 3, ..., n), significant

non-zero integer digit, di(i) = d;(i), of a number, N, has a particular integer value, i.
Those logarithmically distributed significant digits can be calculated and summarized as

First Place Digit Integer, d,(i) Probability of Occurrence p(d,(i) = i)
i=1,2,3,...,9 i=1,2,3,...,9
1 0.30103
2 0.17609
3 0.12494
4 0.09691
5 0.07918
6 0.06695
7 0.05799
8 0.05115
9 0.04578
I. Click Data » Benford’s Analysis.

1% Scout 2008 - [D:iNarain\Scout_For_WindowsiScoutSourcelWorkDatinExceli1RandomData2500. xls]

Bl File Edit Configure BBEEN Graphs StaksfaOF  Outliers/Estimabes Rearession  Multvariate EDA  GeoStats Programs  Window  Help

Mavigation Panel Copy 1 2 3 4 5 £ 7 £

Narme GenerateData b F oy 1| MN2Z | MN_3 | MN_4 MNG  MNE | MN_7 | MN

T = — Impute N_D F)ata B2 3596EE 3858412241 150022582571 065 7E0841745422081 3922304801 460564 2841 392568
D:\MarainScout_Fi Handle Missing Data  »
GOFMoMDsStats. o Transform {No NDs) 23887297 3962833370 04751 68367 4467529427 1 3036377 33323401 8268346981631 7 1 82592

e e— (020262972391 4046790 33296291 61 2993850442 7557545660 1685536433 3854165211 305407
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2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If graphs have to be produced by using a group variable, then select a group
variable by clicking the arrow below the “Group by Variable” button. This
will result in a drop-down list of available variables. The user should select

an appropriate variable representing a group variable.

e Click “OK” to continue or “Cancel” to cancel Benford’s analysis.

Output example: The data set “RandomData2500.xls” was used. The results of the

first digit analysis and the second digit analysis were computed.

Output for Benford’s Analysis.

{ Benford Analysis

Usger Selected Options
Date/Time of Computation  1,/30,/2008 55214 P

From File  D:\MaraintS cout_For_windowshS coutS ourcehiwork D atinE seelh 1R andomD ata2500 =12

Full Precizion  OFF
MN_D

Mumber of Valid Observations 2500
Mumber of Distinct Observations 2500

Benford's First Digit Analysiz

0 1 2 3 4 5
Expected 000000 030103 017609 012494 009691 007918
Actual 000ooo 040280 0 020040 0 007920 005080  0.05480

Benford's Second Digit Analpsis
0 1 2 3 4 5
Expected 011962 011383 010882 010433 010031 0.09668
Actual 011760 011400 012520 010520 010640 0.09840
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0.06635
0.05600

=
009337
0.09200

7
0.05733
0.05360

7
009035
0.08080

g
0.05115
0.05040

g
0.08757
0.08920

3
0.04576
0.05200

3
0.08500
0.07320
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Chapter 5
Graphs

The Graphs option provides graphical displays for both univariate and multivariate data.

™ Scout 4.0 - [D:A\NarainiScout_For_ Windows\ScoutSourceMWorkDatinExce BBRADU]
B Fle Edit Corfigure Data REEspey Stats)GOF  Outliers/Estimates  Regression  Mulkivariate EDA  GeoStats  Programs  Window Help

Mavigation Panel \ Univariate ¥ 1 2 3 4 5 B 7 3
Scatter Plots  # I [ [ [ [ | |

Mame | ‘ y #1 #2 w3 | |
|

DAMaraimScout Fo. u A i s 283

- I A e e

5.1 Univariate Graphs

Three commonly used graphical displays are available under the Univariate Graph
Option:

o Box Plots
o Histogram
o Multi-Q-Q

e The box plots and multiple Q-Q plots can be used for full data sets without non-
detects and also for data sets with non-detect values.

e Three options are available to draw Q-Q plots with non-detect (ND) observations.
Specifically, Q-Q plots are displayed only for detected values, with NDs replaced
by 2 detection limit (DL) values, or with NDs replaced by the respective
detection limits. The statistics displayed on a Q-Q plot (mean, sd, slope, and
intercept) are computed according to the method used. The NDs are displayed
with a smaller font and in red color.

e Scout can display box plots for data sets with NDs. This kind of graph may not
be very useful if many NDs are present in the data set.

o A few choices are available to construct box plots for data sets with NDs.
For an example, all non-detects below the largest detection limit (DL) and
portion of the box plot below the largest DL are not shown on the box
plot. A horizontal line is displayed at the largest detection limit level.

o Scout constructs a box plot using all of the detected and non-detect (using

DL values) values. Scout shows the full box plot; however, a horizontal
line is displayed at the largest detection limit.
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e  When multiple variables are selected, one can choose to: 1) produce multiple
graphs on the same display by choosing the “Group Graphs” variable option, or
2) produce “Individual Graphs” for each selected variable.

e The “Graph by Group” variable option produces side-by-side box plots, multiple
Q-Q plots, or histograms for the groups of the selected variables representing
samples obtained from multiple populations (groups). Those multiple graphs are
particularly useful to perform two (background vs. site) or more sample visual
comparisons.

o Additionally, the box plot has an optional feature which can be used to
draw lines at statistical limits (e.g., upper limits of background data set)
computed from one population on the box plot obtained using the data
from another population (e.g., a site area of concern). This type of box
plot represents a useful visual comparison of site data with background
threshold values (background upper limits).

o Up to four (4) statistics can be added to a box plot. If the user inputs a
value in the value column, then the check box in that row will get
activated. For example, the user may want to draw horizontal lines at 80"
percentile, 90" percentile, 95" percentile, or a 95% UPL on a box plot.

5.1.1 Box Plots
1. Click Graphs » Univariate » No NDs or With NDs » Box Plot.

= Scout 4.0 - [D:iNarain'Scout_For_ WindowsiScoutSourcelWorkDatInExce \Datakcensor-by-grps1]
ol Fil= Edit Configure Data Bedsse Stats/GOF  Outliers/Estimates Regression  Multivariate ED&  GeoStats  Proc

Navigatign Panel l Univariate 4 Mo MD= ] Boxploks 4 5 g

Scatker Plots With NDs & Histograms U @roupl | L Larau
Name | : : : TP Group2x | B
- 1 320 QLI 1 19601
D:\MarainScout_Fo. . L : —— :
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If graphs have to be produced by using a group variable, then select a group
variable by clicking the arrow below the “Group by Variable” button. This
will result in a drop-down list of available variables. The user should select an
appropriate variable representing a group variable.
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e  When the “Options” button is clicked, the following window appears.
| BoxPlot =

Graph by Groups
 |ndividual Graphs " Group Graphs

Label Value

=t
H B E R

Graphical Display Cptions
+ Color Gradient

" For Export (BW Printers)

OK Cancel

o The default option for “Graph by Groups” is “Individual Graphs.”
This option will produce one graph for each selected variable. If you
want to put all the selected variables into a single graph, then select the
“Group Graphs” option. This group graphs option is used when
multiple graphs categorized by a group variable have to be produced
on the same graph.

o The default option for “Graphical Display Options” is “Color
Gradient.” If you want to use and import graphs in black and white
into a document or report, then check the radio button next to “For
Export (BW Printers).”

o Click on the “OK” to continue or “Cancel” to cancel the options.

e (Click on the “OK” to continue or “Cancel” to cancel the Box Plot.
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Box Plot Output Screen (Single Graph).
Selected options: Label (Background UPL), Value (103.85), Individual Graphs, and Color Gradient.

Box Plot Output Screen (Group Graphs).
Selected options: Group Graphs and Color Gradient.
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5.1.2 Histograms
5.1.2.1 No NDs

1. Click Graphs » Univariate » No NDs » Histograms.

(™ Scout 4.0 - [D:\arainkScout_For_Windows\ScoutSourcesWorkDatinExcel\Datalcensor-by-grps1]
BL File Edit Configure Data REEmsEl StabsfGOF  Cutliers/Estimates Regression  Multivariste EDA  GeoStats  Programs  Window  Help

Mavigation Panel ] Univariate [ MoMDs  F Boxplots il 4 5 g 7 3
Narme | -Scat.ter Ploks P With NDs‘ }i Hi::tu:ur.rn:: | U_'L:;Dup | Group2.'>< U_L:;Dupé:: G_rou_p?;X“: U_L:;Dupd:
s o LR 1 3202 | FRFiet 1 1980 1 116467 1
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If graphs have to be produced by using a group variable, then select a group
variable by clicking the arrow below the “Group by Variable” button. This
will result in a drop-down list of available variables. The user should select
an appropriate variable representing a group variable.

e  When the “Options” button is clicked, the following window appears.

% Gra phs Histogram g@@

i Graph by Groups
' Individual Graphs

" Group Graphsz

i Graphical Dizplay Optionz
& Color Gradient

" For Export [EW Printers]

i Select Mumber of Binz

—

k. Cancel

A

o The default selection for “Graph by Groups” is “Individual
Graphs.” This option produces a histogram (or other graphs),
separately for each selected variable. If multiple graphs or graphs by
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groups are desired, then check the radio button next to “Group
Graphs.”

o The default option for “Graphical Display Options” is “Color
Gradient.” If you want to use and import graphs in black and white
into a document or report, then check the radio button next to “For
Export (BW Printers).”

o Specify the number of bins for the selected variable in “Select
Number of Bins” text box. The default is “10.”

o Click “OK” to continue or “Cancel” to cancel the option.

e Click “OK” to continue or “Cancel” to cancel the Histogram.

Histogram Output Screen.
Selected options: Group Graphs and Color Gradient.

Histograms for X (1), X (2), X (3)

Observed Data

7.4807
19.4421
1 an3s

55.3263
BT.2877
79 2431

a1 2105 ~.

1034718

1151333

ExnEx@Elxm
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5.1.2.2 With NDs

1. Click Graphs » Univariate » With NDs » Histograms.

= Scout 4.0 - [D:¥Narain\Sco r_Windows\ScoutSourceMWorkDatInExcel\ata\censor-by-grps1]
Stats)GOF  Outliers/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window  Help

ol Fle Edit Configure Data B8

Mawigation Panel ] Univariate

4 Mo MDs L3 ) ] Tk 4

N I Scatter Plots v | IR
ame 1 = -_I-‘ 3_2-02- Hi;—.r_.:-r.rn-_: .I'
5 1 P T B e 1
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If graphs have to be produced by using a group variable, then select a group
variable by clicking the arrow below the “Group by Variable” button. This
will result in a drop-down list of available variables. The user should select
an appropriate variable representing a group variable.

e  When the “Options” button is clicked, the following window appears.

EL Options Histogram With HDs E|

i Digplay Mon-Detects

' Do not Use Mon-Detects

i Use Mon-Detect Values

i Use 1/2 Mon-Detect Values

i Graph by Groupz

% |ndividual Graphs

™ Group Graphs

i Graphical Dizplay O ptions

' Colar Gradient

™ For Export [BW Printers]

i Select Mumber of Bins

11 1]
QE. Cancel

Boxplots | U_roupl | | U_roupe | o
P ’_ = .LDUD Groups = .LDUD . GroupZ =

g

lari

d
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o

Specify the “Use Non-detects” option. The default is “Do not Use
Non-detects.”

Do not Use Non-detects: Selection of this option excludes the NDs detects
and uses only detected values on the associated histogram.

Use Non-detect Values: Selection of this option treats detection limits as
detected values and uses those detection limits and detected values on the
histogram.

Use %2 Non-detect Values: Selection of this option replaces the detection
limits with their half values, and uses half detection limits and detected
values on the histogram.

o

o

The default selection for “Graph by Groups” is “Individual
Graphs.” This option produces a histogram (or other graphs)
separately for each selected variable. If multiple graphs or graphs by
groups are desired, then check the radio button next to “Group
Graphs.”

The default option for “Graphical Display Options” is “Color
Gradient.” If you want to use and import graphs in black and white
into a document or report, then check the radio button next to “For
Export (BW Printers).”

Specify the number of bins for the selected variable in “Select
Number of Bins” text box. The default is “10.”

Click “OK” to continue or “Cancel” to cancel the option.

Click “OK” to continue or “Cancel” to cancel the Histogram.



Histogram Output Screen.
Selected options: Group Graphs and Color Gradient.

Histograms for X (1), X (2), X (3)

Observed Data

7.4807
194421
1 an3s
43,3849

BT.2877

——
——
~-

1034718

79.2491
91 2105

1151333

ExnEx@Elxm

5.1.3 Q-Q Plots
5.1.3.1 No NDs

1. Click Graphs » Univariate » No NDs » Q-Q Plots.

= Scout 4.0 - [D:\MarainScout_For_ WindowsiScoutSourcesWorkDatInExcel\DatayGehan Test - Nawy. xls]
!E File Edt Configure Data ReiEae® Stabs)GOF  Outliers/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window  Help

Mo NDs r Boxplats 4 5 i B 7 i o
I Scatter Plots | With NDs ¥ Histograms ' '

Mavigation Panel l

Marme I :
FohineniiCmnd £ 1 i 1 20 |

2. The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables™ screen.
e [f graphs have to be produced by using a group variable, then select a group
variable by clicking the arrow below the “Group by Variable” button. This

will result in a drop-down list of available variables. The user should select
an appropriate variable representing a group variable.
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When the “Options” button is clicked, the following window appears.

= OptionsGraphUnivariate...

Dizplay Regrezsion Lines

" Do Mot Digplay

' Dizplay FBegression Lines

Graphical Dizplay Options
f* Color Gradient

" Far Export [BY% Printers)

] Cancel

o The default option for “Display Regression Lines” is “Do Not
Display.” If you want to see regression lines, then check the radio
button next to “Display Regression Lines.”

o The default option for “Graphical Display Options” is “Color
Gradient.” If you want to use and import graphs in black and white
into a document or report, then check the radio button next to “For
Export (BW Printers).”

o Click “OK” to continue or “Cancel” to cancel the option.

Click “OK” to continue or “Cancel” to cancel the Q-Q Plot.



Q-Q Plot for No NDs Output Screen.

Q-Q Plot for Background Background
T N=10
ean = 13,5000
Sd= 31662
N 7 Slope = 35771
2 Intercept = 13.5000
Correlation, R = 09822

]

19 -1.4 -09 0.4 01 08
Theoretical Quantiles (Standard Normal)

Note: For Multi-O-Q plot option, for both “Full” as well as for data sets “With NDs,” the values along the
horizontal axis represent quantiles of a standardized normal distribution (Normal distribution with mean 0
and standard deviation 1). Quantiles for other distributions (e.g., Gamma distribution) are used when
using Goodness-of-Fit (GOF) test option.

5.1.3.2  With NDs
1. Click Graphs » Univariate » With NDs » Q-Q Plots.

= Scout 4.00- [D:iMarainScout. For_ Windows\ScoutSourceMWorkDatIinExcel\Dataicensor-by-grps1]
ol Flle Edit Configure Data [RefsEl Stats/GOF  OutliersiEstimates Regression  Mulkivariate EDA  GeoStabs  Programs  ‘Window  Help

Mavigation Panel l Urivvariate TR IR G T N 4 5 6 7 8
Narme | ScalfFer Plaks ’,'. With NDs Io - l U_L:;Dupl Group2¥ LJ_L:Lr(DuDz Group3x LJ_L:J(:
1 1 3.202 Rl 1 139601 1 116467
Q-0 Plats J
o 1 4238 S M o1 1 ZAR9R 1 102 922
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [f graphs have to be produced by using a group variable, then select a group
variable by clicking the arrow below the “Group by Variable” button. This
will result in a drop-down list of available variables. The user should select
an appropriate variable representing a group variable.
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e When the “Options” button is clicked, the following window appears.

L™ OptionsUnivariateQOwNDs E]@ @

Digplay Mon-Detects

" Do mot Display Mon-Detects

+ Dizplay Non-Detect Values

" Dizgplay 142 Mon-Detect Yalues

Digplay Regression Lines

' Do Mot Dizplay

" Dizplay Regression Lines

araphical Dizplay Options
{* Calor Gradient

" For Expart [B%W Printers)

aF. Cancel

4

o Specify the “Display Non-detects” option. The default is “Do not
Display Non-detects.”

Do not Display Non-detects: Selection of this option excludes the NDs
detects and displays only detected values on the associated Q-Q Plot.

Display Non-detect Values: Selection of this option treats detection limits
as detected values and displays those detection limits and detected values

on the Q-Q Plot.

Display %: Non-detect Values: Selection of this option replaces the
detection limits with their half values, and it displays half detection limits
and detected values on the Q-Q Plot.

o The default option for “Display Regression Lines” is “Do Not
Display.” If you want to see regression lines, then check the radio
button next to “Display Regression Lines.”

o The default option for “Graphical Display Options” is “Color
Gradient.” If you want to use and import graphs in black and white
into a document or report, then check the radio button next to “For
Export (BW Printers).”



o Click “OK” to continue or “Cancel” to cancel the option.

e (lick “OK” to continue or “Cancel” to cancel the Q-Q Plot.

Q-Q Plot Output Screen
Selected options: Do not Display Non-detects and Color Gradient.

Q-Q Plot for Background Background
2940 Total Mumber of Data = 10
Mumber of Mon-Detects = 4
S I, Mumber of Detects = B
27 .40 & Mean=12.1667
26.40 / Sd=98419
Slope = 10,3239

Intercept = 121867
Correlation, R = 0.9806

15 -0 05 00 05
Theoretical Quantiles (Standard Normal)

5.2 Scatter Plots

Two-dimensional (2D) and three-dimensional (3D) Scatter Plots displays are available
under the Graphs Scatter Plots menu. Those graphs can be numbered according to
observations or by groups if a group variable exists in the data set.

5.2.1 2D Scatter Plots
1. Click Graphs P Scatter Plots» 2D.

™ Scout 4.0 - [D:iNarainkScout_For_WindowsiScoutSourcelWorkDatinExce lABRADU]

8L File Edit Configure Data WeEgsiel Stats/GOF  Outliers/Estimates Regression  Multvariate ED&  GeoStats  Programs  Mindow  Help

Mavigation Panal l Univarigte ¥ | 2 3 4 5 B 7 &

MName |
D:vMaraimScout Fo.
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2.

The “Select Variables” screen (Section 3.2) will appear.

e Select two or more variables from the “Select Variables” screen.

e If'the graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in drop-down list of available variables. The user
should select and click on an appropriate variable representing a group
variable.

e Click “OK” to continue or “Cancel” to cancel the Graphs.

2D Scatter Plot.
Data Set Used: Bradu (4 variables).
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The data set Bradu has four variables. The user can choose any one of the four variables
for the X-axis and one of the remaining three for the Y-axis using the drop-down bars in
the graphics toolbar as explained in Chapter 2. The observation numbers of the various
points on the graph can be viewed by right-clicking of the mouse and using the “Point
Labels” option.
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2D Scatter Plot.
Data Set Used: Iris (4 variables, 3 groups).
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The user can choose any one of the four variables for the X-axis and one of the remaining
three for the Y-axis using the drop-down bars in the graphics toolbar as explained in
Chapter 2.

5.2.2 3D Scatter Plots
1. Click Graphs » Scatter Plots» 3D.

™ Scout 4.0 - [D:¥WarainkScout_For_WindowsiScoutSourceMWorkDatinExce kFULLIRIS]

By File Edit Configure Data E=Wse SkatsiGOF  OutliersiEstimabes Regression  Multiearishe EDA  GeoStats Programs  MWindow  Help

Mavigation F'anel] Univariate — » | 4 2 3 4 5 6 7 g

. zp-width - pt-length . pt-width .
[ 35 14 S0z

MName |‘
DevMaraimScout Foo
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2. The “Select Variables” screen (Section 3.2) will appear.
e Select two or more variables from the “Select Variables” screen.

e If the graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in drop-down list of available variables. The user
should select and click on an appropriate variable representing a group
variable.

e C(Click “OK” to continue or “Cancel” to cancel the Graphs.

3D Scatter Plot.
Data Set used: Bradu.

The user can choose different variables for the three axes using the drop-down bars in the
graphics toolbar as explained in Chapter 2.
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Rotation of axes using the Chart Rotation Control.

EEIX
‘Chart Rotation Control

Vohs Zohis

] |0

Rbuis
=
Light Level

A1 am

_ &l Cancel.

3D Scatter Plot using groups.
Data Set Used: Iris (4 variables, 3 groups).

W A2 3

89



90



Chapter 6

Goodness-of-Fit and Descriptive Statistics

6.1 Descriptive Statistics of Univariate Data

This option is used to compute general summary statistics for any or all of the variables
in the data file. Summary statistics can be generated for full data sets without non-detect
observations, and for data sets with non-detect observations. Two menu options: No NDs
(Full) and with non-detects (NDs) are available.

e No NDs (Full) — This option computes summary statistics for any or all of the
variables in a data set without any non-detect values.

e With NDs — This option computes simple summary statistics for any or all of
the variables in a data set that also have ND observations. For variables with
ND observations, simple summary statistics are computed based upon the
detected observations only.

e Multivariate — This option computes the mean vector, the median vector, the
standard deviation vector, the covariance matrix and the correlation matrix for
the multivariate data.

6.1.1 Descriptive (Summary) Statistics for Data Sets with No Non-detects
1. Click Stats/GOF » Descriptive » No NDs.

(™ Scout 2008 - [D:AMaraindScout_For_ WindowsiScoutSourceMWorkDatInExce ABRADU]
ol File Edit Corfigure Data Graphs Basegiesla® Cutliers/Estimates Regression  Multivariate EDA  GeoStaks  Programs  Window  Help

Mawigation Panel l Diescriptive Ko MDs 4 5 B 5 5
GOF M With MDs 3
Marme | Hvpothesis Testing ¥ Multivariate 283
D:\MarainScout_Fo... Intervals » :
arR =)
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e C(Click “OK” to continue or “Cancel” to cancel the Descriptive Statistics.
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The following summary statistics are available for the variables selected.

Number of Observations

Number of Missing Values
Minimum Observed Value
Maximum Observed Value

Mean = Sample Average Value

Q1 = 25th Percentile

Q2 = Median

Q3 = 75th Percentile

90th Percentile

95th Percentile

99th Percentile

(Sample) Standard Deviation

MAD = Median Absolute Deviation
MAD/0.675 = Robust Estimate of Variability, Population Standard
Deviation, ¢

Skewness = Skewness Statistic
Kurtosis = Kurtosis Statistic

o CV = Coefficient of Variation

OO0 O0OO0OO0OO0OO0OO0OO0OO0OO0OO0OOoOO

O O

The details of these descriptive (summary) statistics are described in the EPA
(2006) guidance.



Output for Descriptive Statistics — No Non-detects (NDs).

i Univariate Descriptive Statistics for Datasets wath Mo NDs
Drate/Time of Computatian . RAZ8A2007 Bed2:00 P
Uzer Selected Optionz
From File  D:\MarainScout_For_WindowshS coutSourcehwfork D atlnE xcel RISkl
Full Frecizion  OFF

Yar0: sp-length
War 2: pt-length
Yar : sp-width  VYar 2: pt-wadth

Mumber of Obzervations 50 a0 a0 a0
Mumber of Mizzing ' alues n 1] n 1]
Minirnurn Obzerved Value 43 23 1 01
b aximum Obzerved Walue TR 4.4 14 0E

M ean 5,008 3428 1.462 0246
[G1] 25% Percentile 48 315 1.4 0z
[32] Median B 34 15 0z
[B3] 75% Percentile 52 3EB 1.665 0.3
0% Percentile f4 33 1.7 04
95% Percentile hE 405 1.7 04
99% Percentile BY5 43 139 [0.55

Standard Deviation 0352 0379 0174 0105
kAl /06745 0297 0.371 0148 1]

Skewness I e 00412 0108 1.254

Fuortosiz  -0.253 [.955 1.022 1.719

v 0.0704 0111 0119 0428

Note: When the variable name is too long to fit in a single cell, then the variable number and its name are
printed above the results table. In the above output sheet, the variable, sp-length, was chosen as the first
variable and variable, pt-length, was chosen as the third variable. The names of those two variables
cannot fit in individual cells of the descriptive statistics table; hence they are named as Var 0 and Var 2,
respectively, in the table.
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6.1.2 Descriptive (Summary) Statistics for Data Sets with Non-detects
1. Click Stats/GOF » Descriptive » With NDs.

™ Scout 2008 - [D:iNarain’Scout_For_Windows\ScoutSourcesWorkDatinExce ABRADU]
ol Fle Edit Configure Data Graphs

SEe s OutliersiEstimates  Regression  Multivariate EDA - GeoStaks  Programs  Window  Help

Mavigation Panel ‘ 4 5 B 7 c
3 With NDs 3
Mame | Hypothesis Testing  » flultivariate 283
D:\MaraimScout_Fo... 1 Intarvals , :
95 MR 289
2. The “Select Variables” screen (Section 3.2) will appear.

e Select a variable(s) from the list of variables.
e Only those variables that have non-detect values will be shown.

e [f the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e C(Click “OK” to continue or “Cancel” to cancel the Descriptive Statistics.
e The following summary statistics are available for the variables selected.

Number of Observations

Number of Missing Values

Number of Detects

Number of Non-detects

Percentage of Non-detects

Minimum Observed Detected Value
Maximum Minimum Observed Detected Value
Mean of Detected Values

Median of Detected Values

Standard Deviation of Detected Values
MAD/0.675 of Detected Values = Robust Estimate of Variability
(standard deviation)

Skewness of Detected Values

Kurtosis of Detected Values

CV = Detected Values Coefficient of Variation
Q1 = 25th Percentile of All Observations

Q2 = Median of All Observations

Q3 = 75th Percentile of All Observations

90th Percentile of All Observations

95th Percentile of All observations

0O O0OO0OO0OO0OO0OO0OO0OO0OO0ODO o

OO0 O0OO0OO0OO0OO0OOo
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o 99th Percentile of All Observations

Note: In Scout, “Descriptive Statistics” for a data set with non-detect observations represent simple
summary statistics based upon, and calculated from, the data set without using non-detect observations.
The simple “Descriptive Statistics /Univariate/ With NDs” option only provides simple statistics (e.g., %
NDs, max ND, Min ND, Mean of detected values) based upon the detected values only. Those statistics
may help a user to determine the degree of skewness (e.g., mild, moderate or high) of the data set
consisting of detected values. Those statistics may also help the user to choose the most appropriate
method (e.g., KM (BCA) UCL or KM (t) UCL) to compute confidence, prediction and tolerance intervals.

Output for Descriptive Statistics — With Non-detects.

Univanate Descriptive Statistics for Datasets with HDs
Date/Time of Computation 5/28/2007 5:44:23 P

|Jzer Selected Optionz

From File | D:%MarainhScout_For_windowshS coutS ource W ork D atlnE scelhD atahcenzor-by-agrps xls
Full Precizion  OFF

Mumber of Obzervations 53
Murmber of Mizsing Yalues ]
Mumber of Detectz. 43
Mumber of Mon-Detects 4
Percentage of Mon-Detects FhRATE
Minirurn Observed Detect Walue 3.202
b axirnurn Obzerved Detect Value 1211
Mean of Detect values.  B5.05
Median of Detect values  31.57
Standard Deviation of Detect values 432
MaD /06745 of Detect values  46.8
Skewness of Detect values 0149
Kurtosiz of Detect values -1.758
Y of Detect values 0.785
[31] 5% Percentile (&1 Obsg) 9.608
[B2] Median [all Obs)  31.57
[33] ¥5% Percentile (& Obs] 9573
90% Percentile [All Obs] 1076
95% Percentile [&ll Obs] 1129
99% Percentile [all Obs] 1187
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6.1.3 Descriptive Statistics for Multivariate Data
1. Click Stats/GOF » Descriptive » Multivariate.

™ Scout 2008 - [D:iNarain’Scout_For_Windows\ScoutSourcesWorkDatinExce ABRADU]

oL File Edit Configure Data Graphs BEElicel Outliers(Estimates Regression  Mulkivariate EDA  GeoStats  Programs  Window  Help

Mavigation Panel ‘ Descriptive 4 5 c 7 3
GOF 3 With NDs 3
Mame | Hypothesis Testing  » flultivariate 283
D:\MaraimScout_Fo... 1 Intarvals , :
95 MR 289

2. The “Select Variables” screen (Section 3.2) will appear.
e Select a variable(s) from the list of variables.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The

user should select and click on an appropriate variable representing a
group variable.

e Click “OK” to continue or “Cancel” to cancel the Descriptive Statistics.
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Output for Descriptive Statistics — Multivariate.

0% Scout 2008 - [MultiDesc.ost]
B File Edit Configure Programs  Window Help

Mavigation Panel l

MName
CAOLD_DriverMyFil...
MultiDesc. ost

| Multivariate Descriptive Statistics
Date/Time of Computation 17/13/2008 3:08:34 P

Uszer Selected Options
Fram File  C:AOLD_DrivestyFiles\WHWIRNSSCOU TS cout 2008 10-17-08\DatabScout v 2.0 DatasIR

Full Precizion  OFF

Multivariate Statistics

Murnber of Observations 166
Murnber of Selectad Variables 4

Mean
sprlenath spewidth pr-length pt-width
597 3143 3772 1.346
Median
sprlenath spewidth pr-length pt-width
58 3 435 14
Standard D e viation Jﬂ
<11 »

Log Panel

Lo 2:07:.28 PM =[Infarmation] Parall&« program started as separate independant program!
LOG: 3:08:149 PM =[Infarmation] CAOLD_DrivelhdyFilestWPYWIRS COUMScout 2008 10-17-020atalScauty. 2.0 Data

URISOUT.DAT was imported into IRISOUT wst
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[ Scout 2008 - [MultiDesc.ost]
Bl File Edit Configure Programs ‘Window Help

Mavigation Panel l 5‘

Mame |

CAOLD_DriverMyFil...
MultiDesc. st sprlenath spewidth pr-length pt-width

1.077 0.624 1.824 0.935

Standard Deviation

Covariance S Matrix
sprlenath spewidth pr-length pt-width
1.16 0.255 1.477 0.736
0.255 0.389 -0.186 0.0255
1.477 -0.186 3326 1.176
0.736 0.0255 1.176 0.931
Dreterminant 0119
Log of Determinant. -2.126

Eigenvalues of Classical Covariance 5 Mate
Ewall Ewal 2 Ewal 3 Ewal 4
4. 604 0.756 0.426 (0.0806
Sum of Eigenvalues 5866

Clazsical Comrelation B M atriz Jﬂ
Kl 3

Log Panel

Lo 2:07:.28 PM =[Infarmation] Parall&« program started as separate independant program!
LOG: 3:08:149 PM =[Infarmation] CAOLD_DrivelhdyFilestWPYWIRS COUMScout 2008 10-17-020atalScauty. 2.0 Data

URISOUT.DAT was imported into IRISOUT wst
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[® Scout 2008 - [MultiDesc.ost]

Bl File Edit Configure Programs SWindow Help

Mavigation Panel l

Marne

CADLD_DrivedyFil...
hultiDesc.ost

Classical Comelation B M atrx

sprlength spowidth phlength plawidth

splength 1 0752 0686
sp-width 1 -0.164 0.0411
pt-length 0752 -0.164 1 0.E48

ph-width 0.EBE 0.0411 0.E48 1
Determinant  0.0802
Log of Determinant. -2.523

Eigenvalues of Classical Comrelation B Matm
Ewal1 Ewal 2 Ewal 3 Ewal 4
2409 1.147 0.365 0.0796

Sum of Eigervalues 4

al of

Log Panel

LOG: 3:07:28 PM =[nformation] Parallf program started as separate independant program!
LOG 30815 PM =[nformation] CAOLD_DriveibdyFileshWPWINS COUTScout 2008 10-17-0810atalScout v, 2.0 Data
WRISCOUT.DAT was imported into IRISOUT wst
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; Multivariate D escriptive Statishics
Date/Time of Computation  3/13/2008 6:27:08 Ak

Uzer Selected Options
From File  D:\MarainsScout_For_Windows\ScoutS ource®workD atinExce\ERADL

Full Precizion  OFF

Multivariate Statistics

Mumber of Obzervations 75
Mumber of Selected Wariables 4

Mean
y w1 we %3
1.279 3207 5537 723

Median
y w1 we w3
01 1.8 2.2 21
Standard D eviabon
y w1 we w3

3433 3643 8.239 11.74

Covariance 5 Matrx
y w1 ue w3
122 9477 2039 .03
9.477 1334 2847 41.24
20,39 28.47 £7.88 94 67
.03 1.24 94 E7 1378
Determinant 1906
Log of Determinant FR=LX]

Eigenvalues of Classical Covariance S Matm
Ewal 1 Ewal 2 Ewval 3 Ewval 4
0914 1.688 5538 2231
Sum of Eigenvalue:  231.3
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6.2 Goodness-of-Fit (GOF)

Several goodness-of-fit (GOF) tests for univariate data (both for full data sets, i.e.,
without non-detects, and for data sets with NDs) and multivariate data are available in
Scout. In this user guide, those tests and available options have been illustrated using
screen shots generated by Scout. For more details about those tests, refer to the ProUCL
4.00.04 Technical Guide and the Scout Technical Guide (in preparation).

6.2.1 Univariate GOF
Two choices are available for the goodness-of-fit menu: No NDs (Full) and With NDs.

e No NDs (Full)

o This option is used to analyze full data sets without any non-detect
observations.

o This option tests for the normal, gamma, or lognormal distribution of the
variables selected using the Select Variables option.

o GOF Statistics: this option simply generates an output log of the GOF test
statistics and any derived conclusions about the data distributions of all
selected variables.

e VWith NDs
o Analyzes data sets that have both non-detected and detected values.
o Six sub-menu items listed and shown below are available for this option.

Exclude NDs

Normal ROS Estimates
Gamma ROS Estimates
Lognormal ROS Estimates
DL/2 Estimates

GOF Statistics

S

Scout handles Univariate GOF tests in the same way as ProUCL 4.00.04. More
information can be obtained from the ProUCL 4.00.04 Technical Guide and User Guide
(Chapter 8). The major upgrade in Scout for the GOF test of univariate data from
ProUCL 4.00.04 is the presence of Shapiro-Wilk’s test for observations greater than 50
and less than 2000 (Royston 1982).

Claszical Cormrelation B Matro

Y w1 w2 pe]
y 1 0743 0708 0.757
1 0743 1 0946 0982
u2 0708 0.948 1 0.979
%3 0757 0982 0.979 1

Determinant  0.00125
Log of Determinant  -6.633

Eigenvalues of Claszical Correlation B Matm
Ewall Evwal 2 Ewal 3 Evwal 4
0oz 0.0586 0.368 3.589

Sum of Eigenvalues 4
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6.2.1.1 GOF Tests for Data Sets with No NDs

6.2.1.1.1 GOF Tests for Normal and Lognormal Distribution

Click Stats/GOF » GOF P Univariate » No NDs » Normal or Lognormal.

™ Scout 4.0 - [D:NaraindScout_For_WindowsiScoutSourceMWorkDatInExce MDatakcensor-by-grpsi]

ol File Edit Configure Data Graphs Beltedieela® CutlisrsiEstimates Regression  Multivariate ED&  GeoStats Programs  ‘Window  Help
Mavigation Panel \ Descriptive Fla 5 N o c 7 ;
E T Marmal
Marre | . ; - j”j - orma 2| Group3 U—"“.;
r|  Hypothesis Testing » Multivariate with MDs Gamma
TPy " 1 1 116,467
DiMaraimyScout_Fo... 5 Inkervals » f Logrormal
B 1 452 1 452 1 0 93.659

The “Select Variables” screen (section 3.2) will appear.

e Select one or more variables from the “Select Variables™ screen.

e [f graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a

group variable.

e (lick “Options” for GOF options.
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podness-of-Fit (Normal, Lognormal)

Select Confidence Level
90 %

v 05%

.59 %

Method

* Shapiro Wilk
" Lilliefors

Display Regression Lines
" Do Not Display

* Display Regression Lines

Graphs by Group

* |ndividual Graphs

" Group Graphs

Graphical Display Options
+ Color Gradient

" Faor Export (BW Printers)

OK Cancel

o The default option for the “Select Confidence Level” is “95%.”

o The default GOF method is “Shapiro Wilk.” If the sample size is
greater than 50, the program automatically uses the “Lilliefors” test.

o The default method for “Display Regression Lines” is “Do Not
Display.” If you want to see regression lines on a Q-Q plot, then
check the radio button next to Display Regression Lines.

o The default option for “Graphs by Group” is “Individual Graphs.”
If you want to see the plots for all selected variables on a single graph,
then check the radio button next to Group Graphs.

Note: This option for Graphs by Group is specifically provided when the user wants to display multiple
graphs for a variable by a group variable (e.g., site AOCI, site AOC2, and background). This kind of

display represents a useful visual comparison of the values of a variable (e.g., concentrations of COPC-
Arsenic) collected from two or more groups (e.g., upgradient wells, monitoring wells, residential wells).
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o The default option for “Graphical Display Options” is “Color

Gradient.” If you want to see the graphs in black and white to be
included in reports for later use, then check the radio button next to
For Export (BW Printers).

e C(Click “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.

Output Screen for Normal Distribution (Full).
Selected options: Shapiro Wilk, Display Regression Line, and For Export (BW Printers).

Ordered Observations

104

9.90
9.60
930
9.00
8.70
8.40
8.10
780
7.50
7.20
6.90
6.60
6.30
6.00
570
540
5.10
4.80
4.50
4.20
3.90

Normal Q-Q Plot for Arsenic Arsenic

N=20

Mean = 5.8725

Sd = 1.2247

Slope = 1.1798
Intercept = 5.8725
Correlation, R = 0.9281
Shapiro-Wilk Test

Test Value = 0.868
Critical Val(0.05) = 0.905

Data not Normal

-=+ Arsenic

-1 0 1 2
Theoretical Quantiles (Standard Normal)



Output Screen for Lognormal Distribution (Full).
Selected options: Shapiro Wilk, Display Regression Lines, and Color Gradient.

Lognormal Q-Q Plot for Arsenic
230

210

o
&

Ordered Observations

1.40 )
-2 -1 o
Theoretical Quantiles (Standard Normal)

~= Arsenic

6.2.1.1.2 GOF Tests for Gamma Distribution

Click Stats/GOF » GOF » Univariate » No NDs » Gamma.

Arsenic
M=20
Mean = 17519
Sd=01917
Slope = 01917
Intercept = 1.7518
Correlation, R = 0.9636
Shapiro-Wilk Test
Test Statistic = 0832
Critical Walue(0.03) = 0.905

Data appear Lognormal

™ Scout 4.0 - [D:¥NarainiScout_For_WindowsiScoutSource¥WorkDatinExceliDatakcensor-by-grps1]

6L File Edit Configure Data Graphs Besieieesl Outliers/Estimates Regression  Multivariate ED&  GeoStats

Programs

window

Help

MNavigation Panel l Descriptive N 5 4 = 7
el | < Hypothesis Testing »|  Multivariate withwos v [ETE 116 27
| _ Intervals 3 [ Lognormal i
GOFMNROSKarm gst 1 4.238 1 Shatistics 1 102922
1 AFR2 1 AR2 1 n a2 FERO

The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click “Options” for GOF options.

£

U_ar
5
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o

Select Confidence Level
{00 %
' 95%

{99 5%

Methed

{* Anderson Darling

" Kolmogorov Smirnov
Display Regression Lines

" Do Mot Display

{* Display Regression Lines

Graph by Groups
{* |ndividual Graphs

" Group Graphs

Graphical Display Opticns
' Color Gradient

" For Export (B\W Printers)

0K Cancel

The default option for the “Confidence Level” is “95%.”
The default GOF method is “Anderson Darling.”

The default option for “Display Regression Lines” is “Do Not
Display.” If you want to see regression lines on the Gamma Q-Q plot,
then check the radio button next to “Display Regression Lines.”

The default option for “Graph by Groups” is “Individual Graphs.”
If you want to see the graphs for all the selected variables into a single
graph, then check the radio button next to “Group Graphs.”

The default option for “Graphical Display Options” is “Color
Gradient.” If you want to see the graphs in black and white, check
the radio button next to “For Export (BW Printers).”

Click “OK” to continue or “Cancel” to cancel the option.

Click “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.



Output Screen for Gamma Distribution (Full).
Selected options: Anderson Darling, Display Regression Lines, Individual Graphs, and Color Gradient.

Gamma Q-Q Plot for Mercury Mercury
1.00 — = N=30
= Mean = 03055
/ kstar =11722
0.30 | 7 Slope = 10488
/ Intercept = -0.0111
yd Correlation, R = 0.9713
080 = S Andersan-Daring Test
S Teat Statistic = 0.730
/ Crtical Yalue(0.05) = 0769
ofn / Data appear Gamma Distributec
" v
2 oo o 4
s /
‘g e
2 050 & 4
g /
3 4
S om /
I
bl /
= /
030 - -
/
/
ozo ]
/l
S
=
010
I}
Nl
0.00 /
e
o *® o £ b oF B o ot o 2 W& W K

Theoretical Quantiles of Gamma Distribution

—& Mercury

6.2.1.1.3 GOF Statistics

1. Click Stats/GOF » GOF » Univariate » No NDs P Statistics.

™ Scout 4.0 - [D:\Marain\Scout_For_Windows\ScoutSourceMWorkDatinExcel\Datakcensor-by-grps1]

o Flle Edit Configure Data Graphs B2 o5l Outliers/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window Help
Mavigation Panel l Descriptive A = c 7 o
3 Ml HoMDs  » EEEEYGED P2 U_lar
Groupd< | ©-—
Marne | ¢ Hypothesis Testing #|  Mulkbvariate WithMDs »|  Gamma ] [101u§45? ¥
D:\MarainhScout Fo... U Intervals Y1 Lagnarmal i
GOFMROSMorm. gst 2 1 4.233 1 p——— 1 102922
2 1 4 R/2 1 452 1 = n JIRRS
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click “Options” for GOF options.
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=0 ptionsGOF_Stats E@

Select Confidence Level
a0
f 95 %
a9
Ok Caticel
Y

o The default option for the “Confidence Level” is “95%.”
o Click “OK” to continue or “Cancel” to cancel the option.

e (Click “OK” to continue or “Cancel” to cancel the Goodness-of-Fit
Statistics.
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Output for GOF Statistics for univariate data without Non-detects.

G oodness-of-Fit Test Statistics for Full D ata 5 ets without Hon-Detects

Date/Time of Computation  1/14/2008 4:05:45 PM

Uzer Selected Oplions

From File  D:sMarainhScout_For windowshS coutS ourcewiork D atinExceNBEETLES

Full Precizion OFF
Confidence Coefficient 095

x2

Haw Statistics
Muriber af Yalid 5amples
Murnber of Distinct 5 amples
Minirnum
b ainmuim
Mean of Raw Data
Standard Deviation of Raw Data
K.star
Mean of Log Transformed Data

Standard Deviation of Log Tranzformed Data

Mormal Distribution Test Results

Shapiro Wil Test Statiztic
Shapiro Wil Critical [0.95) Value
Lilliefors Test Statistic
Lilliefars Critical [0.95) Yalue
D ata not Mormal at [D.05] Significance Level

Gamma Distribution Test Resuks

A-D Test Statistic

A:D Critical [0.95] Value

k-5 Test Statistic

k.5 Critical(0.953] Yalue

D ata not Gamma Distributed at [0.05] Significance Level

Lognormal Distribution Test Results

74

1E
1299
2142

3267
2543
sy

0834
095

0155
010z

3183
0.743
0214
010z

Shapira Wilk Test Statistic
Shapiro 'wfilk. Critical [0.95] Y alue
Lilliefors Test Statistic

Liligfors Critical [0.95] W alue

D ata not Lognormal at [0.05] Significance Level

0872
0.95

0.225
0103
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6.2.1.2 GOF Tests for Data Sets With NDs
6.2.1.2.1 GOF Tests Using Exclude NDs for Normal and Lognormal Distribution

1. Click Stats/GOF » GOF P Univariate » With NDs » Exclude NDs »
Normal or Lognormal.

™ Scout 4.0 - [D:3NarainkScout_For, dows\ScoutSourceMWorkDatInExcel\Dataicensor-by-grps1]
Bl Fle Edit Configure Data Graphs BEen Cutliers/Estimates  Regression  Mulbivariate EDA  GeoStaks  Programs  Window  Help

MNavigation Panel 5 E 7 8

OF 4 £ e U Groupd e | U laroupd
Hypothesis Testing » Exclude MDs
L Intervals 4 f Mormal-ROS Estimates Gamma

4238

»
»
aamma-Rio5 Estimates  » Lognarmal
»
»

[

GOFMROSMarrm. gst

[ T

1 1
1 452 1 452 1 Log-ROS Estimates
1 7.233 1 7.233 1 DLz Estimates
1207 1207 1 Statistics

2. The “Select Variables” screen (Chapter 3) will appear.

e Select one or more variables from the “Select Variables” screen.

e [f graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a

group variable.

e Click “Options” for GOF options.
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podness-of-Fit (Hormal, Lognormal) E]

~Select Confidence Level
" O90%
(+ 957%

[ 8950

Method

{* Shapiro Wilk
" Lilliefors

Display Regression Lines
" Do Mot Display

* Display Regression Lines

Graphs by Group
{+ |ndividual Graphs

" Group Graphs

Graphical Display Options

* Color Gradient

" For Export (B\W Printers)

0K Cancel

The default option for the “Confidence Level” is “95%.”

The default GOF method is “Shapiro Wilk.” If the sample size is
greater than 50, the program defaults to “Lilliefors™ test.

The default for “Display Regression Lines” is “Do Not Display.”
If you want to see regression lines on the associated Q-Q plot,
check the radio button next to “Display Regression Lines.”

The default option for “Graphs by Group” is “Individual

Graphs.” If you want to see the plots for all selected variables on
a single graph, check the radio button next to “Group Graphs.”
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Note: This option for Graphs by Group is specifically useful when the user wants to display multiple
graphs for a variable by a group variable (e.g., site AOCI, Site AOC2, and background). This kind of
display represents a useful visual comparison of the values of a variable (e.g., concentrations of COPC-
Arsenic) collected from two or more groups (e.g., upgradient wells, monitoring wells, and residential
wells).

o The default option for Graphical Display Option is “Color
Gradient.” If you want to see the graphs in black and white,
check the radio button next to “For Export (BW Printers).”

o Click “OK” to continue or “Cancel” to cancel the option.

e C(lick “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.

Output Screen for Normal Distribution (Exclude NDs).
Selected options: Shapiro Wilk, Display Regression Lines, Group Graphs, and For Export (BW Printers).

Normal Q-Q Plots (Statistics using Detected Data) Arsenic fsubsurface)

forArsenic (subsurface), Arsenic (surface) Total Number of Data = 10
Number treated as ND = 1

DL=45

9.60 N=9

Percent NDs = 10%

o Mean = 5.6778

Sd =0.5911

Slope = 0.1431
Intercept = 5.6778
Correlation, R = 0.2265
Shapiro-Wilk Test
Test Statistic = 0.927
Critical Value{0.05) = 0.829

Data appear Normal

Arsenic (surface)
Total Number of Data = 10
Number treated as ND =2
DL =45
N=8
Percent NDs = 20%
Mean = 6.6313
Sd = 1.4400
Slope = 0.1952
Intercept=6.6313
Correlation, R = 0.1262
Shapiro Wilk Test
Test Statistic = 0.807
Critical Value(0.05) = 0.818

Data not Normal

Ordered Observations

0
Theoretical Quantiles (Standard Normal)

-+ Arsenic (subsurface) -0~ Arsenic (surface)
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Output Result for Lognormal Distribution (Exclude NDs).

Selected options: Shapiro Wilk, Display Regression Lines, Group Graphs, and Color Gradient.

Lognormal Q-Q Plots (Statistics using Detected Data)
forArsenic (subsurface), Arsenic (surface)

a
Theoretical Quantiles (Standard Normal)

s Arsenic (subsurface) 4 Arsenic (surface)

Arsenic (subsurface)
Total Number of Data =10
Number trestel a3 D = 1
DL =1 5040774
n=g
Percert NDs = 10%

e hean =1.7313
Sd=01018
Slope = 01058
Itercept =1.7319
Correlation, R = 0.9725
Shapiro-Wilk Test
Test Statistic = 0.938
Critical Yal(D.05) = 0,523
Data sppesr Lognormal

Arsenic (surface)

Tokal Number of Data =10
Number trested as ND = 2
DL =1 5040774
N=8

o Percert NDs = 20%
Mean = 1.6731
Sd=02018
Slope = 01897
Intercest = 1.8731
Correlation, R = 0.8211
Shapiro-Wilk Test
Test Statistic = 0,835
Critical Yal(D.05) = 0,615
Data appear Lognormal

6.2.1.2.2 GOF Tests Using Exclude NDs for Gamma Distribution

1. Click Stats/GOF » GOF » Univariate » With NDs » Exclude NDs »
Gamma.

B File Edit Corfigure Data Graphs Beeele

™ Scout 4.0 - [D:¥arain’Scout_For_Windows\ScoutSourceWorkDatInExcel\Datakcensor-by-grps1]

Descriptive

Mavigation Panel I

Univariate Mo MDs

MName

2. The “Select Variables” screen (Chapter 3) will appear.

] Hypothesis Testing  » Multivariate With NDs
i Inkervals » f

2 1 4.238

3 1 452 1 452

4 1 T.233 1 T.233

5 1 20,777 1 20,777

R

5 E 7 g
pree | U laloups | | L Laroupd
Exclude MDs Mormal
Mormal-ROS Estimates
Logniormal

Log-RiOS Estimates
DL{Z Estimates
Skatistics

b
]
Gamma-RO35 Estimates  #
]
b

e Select one or more variables from the “Select Variables” screen.

e If graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
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user should select and click on an appropriate variable representing a
group variable.

Click “Options” for GOF options.

=

Goodness-of-Fit (Gamma)

—Select Confidence Level
(90 %

o g5 %

" 99 %

—Method

{* Anderson Darling

_f"' Kolmogoroy Smirnov
— Display Regression Lines

™ Do Mot Display

{* Display Regression Lines
— Graph by Groups

{* |ndividusl Graphs

" Group Graphs

— Graphical Display Options
& Color Gradient

" For Export (BW Printers)

0K Cancel

o The default option for the “Confidence Level” is “95%.”
o The default GOF test method is “Anderson Darling.”
o The default method for “Display Regression Lines” is “Do Not

Display.” If you want to see regression lines on the normal Q-Q plot,
check the radio button next to “Display Regression Lines.”



o The default option for “Graph by Groups” is “Individual Graphs.

2"

If you want to display all selected variables on a single graph, check

the radio button next to “Group Graphs.”

o The default option for “Graphical Display Options” is “Color
Gradient.” If you want to see the graphs in black and white, check
the radio button next to “For Export (BW Printers).”

o Click “OK” to continue or “Cancel” to cancel the option.

e Click “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.

Output Screen for Gamma Distribution (Exclude NDs).
Selected options: Anderson Darling, Do Not Display, Individual Graphs, and For Export (BW Printers).

Ordered Observations

1.00

0.70

0.50

0.40

0.30

0.20

0.10

Gamma Q-Q Plot for Mercury with NDs Mercury
Statistics using Detected Data el mfr eitnh o )

= Number treated asND =5
DL=05

N=25

Percent NDs = 17%

Mean = 0.3124

k star = 1.0533

Slope = 1.0294

Intercept = 0.0048
Correlation, R = 0.9590
Anderson-Darling Test
Test Statistic = 0.861
Critical Value(0.05) = 0.770
Data not Gamma Distributed

-

Theoretical Quantiles of Gamma Distribution

-+ Mercury
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6.2.1.2.3 GOF Tests Using Log-ROS Estimates for Normal and Lognormal

Distribution

1. Click Stats/GOF » GOF » Univariate » With NDs » Log-ROS Estimates
» Normal or Lognormal.

™ Scout 4.0 - [D:¥anainkScout_For_WindowsiScoutSourceWorkDatInExceWatakcensor-by-grps1]

Bl File Edit Configure Data Graphs & #i8 Outliers/Estimates Regression  Multvariate EDA  GeoStats  Programs  ‘Window  Help
Mavigation Panel ] Descriptive [ ] 3 4 5 3 7 a
Univariate MolDs % § o | U Gmoups | —mpe | U_laroups
Mame | . ’ - e e 5
¢ Hypothesis Testing | Multivariate (NI  Exclude NDs 4 1
- L L Intervals 3 [ Mormal-ROS Estimates  »
GOFMROSMarm. gst 2 ! 4238 ! Gamma-ROS Estimates ¥ 2 !
3 1 452 1 452 MR Loo-ROS Estimates
4 1 7.233 1 7.233 1 DL/2 Estimates H o Gamma
5 1 20,777 1 20,777 1 Statiskics Lagnormal
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [f graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click “Options” for GOF options.
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Gn_udness-uf—ﬁl: [Hnrmai, Lognormal)

i Select Confidence Level
{90 %

{+ 95%

(9%

i~ Method

{* Shapiro Wilk
" Lilliefors

i~ Display Regression Lines
" Do Mot Display

{* Display Regression Lines

i Graphs by Group
&+ |ndividual Graphs

(" Group Graphs

i Graphical Display Options -

+ Color Gradient

" For Export (BW Printers)

0K Cancel

The default option for the “Confidence Level” is “95%.”

The default GOF test method is “Shapiro Wilk.” If the sample size is
greater than 50, the program defaults to use the “Lilliefors” test.

The default method for “Display Regression Lines” is “Do Not

Display.” If you want to see regression lines on the normal Q-Q plot,
check the radio button next to “Display Regression Lines.”
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o The default option for “Graphs by Group” is ‘Individual Graphs.”
If you want to display all selected variables into a single graph, check
the radio button next to “Group Graphs.”

o The default option for “Graphical Display Options” is “Color
Gradient.” If you want to see the graphs in black and white, check
the radio button next to “For Export (BW Printers).”

o Click “OK” to continue or "Cancel” to cancel the option.

e Click “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.

Output Screen for Normal Distribution (Log-ROS Estimates).
Selected options: Shapiro Wilk, Display Regression Lines, Group Graphs, and For Export (BW Printers).

Normal Q-Q Plots using Robust ROS Method Arsenic
for Arsenic, Mercury N=20
10.00 Mean = 5.8307
Sd =1.2799
9.00 4 Slope = 1.2517

Intercept = 5.8307
Correlation, R = 0.9421
Shapiro-Wilk Test
Test Value = 0.895
Critical Val(0.05) = 0.905
Data not Normal
Mercury
N=30
Mean = 0.2767
Sd = 0.2984
Slope = 0.2643
Intercept = 0.2767
Correlation, R = 0.8618
Shapiro-Wilk Test
Test Value = 0.733
2.00 Critical Val{0.05) = 0.927

Ordered Observations

Data not Normal
1.00 " o o

0.00 (s} o (o] o

-1 0 1 2
Theoretical Quantiles (Standard Normal)

-=+ Arsenic -D- Mercury
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Output Screen for Lognormal Distribution (Log-ROS Estimates).
Selected options: Shapiro Wilk, Display Regression Lines, Group Graphs, and Color Gradient.

Lognormal Q-Q Plot for Group Arsenic (subsurface)
Statistics using Robust ROS Method t=ro

Mean = 1 7065
Sd = 01246
Slope = 0.1308
220 Irtercept = 1.7068
Correlstion, R = 09866
@ Shapiro-wilk Test
210 Test Statistic = 09581
Critical ¥alue(0.05) = 0.542
Data appest Lognormal

200 Arsenic (surface)
] W=10
g e Mean = 17781
B0 @ Sif = 02676
e i Slope = 0.2758
a Int 17781
@ 5
X A . ercept
© B s Correlstion, R - 0 98A2
® @ Shapiro-ilk Test
@ @ Y= Test Stetistic = 0.930
B _— &
S @ - Criioal Yalue(l 5] = 0 342
T Dsta appear Lognormal
160 =
150
N
140 N -

a
Theoretical Quantiles of Gamma Distribution

- Arsenic (subsurface) @ Arsenic (surface)

6.2.1.2.4 GOF Tests Using Log-ROS Estimates for Gamma Distribution

1. Click Stats/GOF » GOF » Univariate » With NDs » Log-ROS Estimates
» Gamma.

™ Scout 4.0 - [D:\NarainkScout_For_Windows\ScoutSourceMWorkDatInExcel\Datakcenson-by-grps1]

BZ File Edt Configure Data Graphs Be s
MNavigation Panel Descriptive [ 5 g 7 8 3
z VRN v AT
Nae P Hypothesis Testing  » Exclude MDs YT x 1
D:\Mara L Inkervals 4 [ Norral-ROS Estimates  #
GOFNROSMorm. gst 2 1 4.238 ! Gamma-ROS Estimates b 122 !
3 1 452 1 452 1 o Y Mormal
4 1 7233 1 7233 1 DLiZ Estimates | Gamma
5 1 20777 1 20777 1 Skatistics Lognarmal
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [f graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.
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Click “Options” for GOF options.

E3

Goodness-of-Fit (Gamma)

— Select Confidence Level
90 %
{* 95 %

99 %

—Method

{* Anderson Darling

" Kolmogorov Smirnov
i Display Regression Lines

™ Do Net Display

{* Display Regression Lines
— Graph by Groups

{* [ndividusl Graphs

" Group Graphs

— Graphical Display Options
& Color Gradient

" For Export (B\ Printers)

QK Cancel

o The default option for the “Confidence Level” is “95%.”
o The default GOF test method is “Anderson Darling.”

o The default method for “Display Regression Lines” is “Do Not
Display.” If you want to see regression lines on the normal Q-Q plot,
check the radio button next to “Display Regression Lines.”

o The default option for “Graph by Groups” is “Individual Graphs.”
If you want to put all of the selected variables into a single graph,
check the radio button next to “Group Graphs.”



o The default option for “Graphical Display Options™ is “Color

Gradient.” If you want to see the graphs in black and white, check the

radio button next to “For Export (BW Printers).”
o Click “OK” to continue or “Cancel” to cancel the options.

e Click “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.

Output Screen for Gamma Distribution (Log-ROS Estimates).
Selected options: Anderson Darling, Display Regression Lines, Individual Graphs, and Color Gradient.

Ordered Observations

060

050

030

020

Gamma Q-Q Plot for Mercury Mercury
Statistics using Robust ROS Method m;i”zomr
I ‘ k star = 1.0853

Slope =1.4071

Intercept = .0.0262
Correlation, R = 0.8578
Anderson-Darling Test
Test Statistic = 1425
Critical aluet.05) = 0,772
Data not Gamma Distributert
00055 - 0.0400

o} 0.0185 - 0.0500

00325 - 0.0550

o 00326 - 0.0550
0.0482 - 0.0600
00807 - 0.0645
0.0765 - 0.0700
0.0785 - 0.0700
0.0874 - 0.0867
04107 - 0.0922
1000 - 0.9900

Theoretical Quantiles of Gamma Distribution

s Mercury
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6.2.1.2.5 GOF Tests Using DL/2 Estimates for Normal or Lognormal Distribution

1. Click Stats/GOF » GOF » Univariate » With NDs » DL/2 Estimates »
Normal or Lognormal.

™ Scout 4.0 - [D:ANarain¥Scout_For_Windows\ScoutSounce¥WorkDatInExcel\Datatcensor-by-grps1]

ol File Edit Configure Data Graphs [ae sl;8 Outliers/Estimates Regression Multivariate EDA  GeoStats  Programs  Window  Help
Mavigation Panel l Diescriptive L 3 4 5 B 7 8
N Univariate Pk Mo MDs Pl s U Lroups S L_laraupd
M ] Hypothesis Testing » Multivariate With NDs  » Exclude MDs 4 &7 . 1
JA cout_Fo... o Intervals r f Mormal-ROS Estimates  »
GOFNROSMarm. gst 2 ! 4.236 ! Gamma-ROS Estimates  * 2 !
3 1 4.52 1 4.52 1 Log-ROS Estimates #5909 !
4 1 7233 1 7233 1 DL/2 Estimates q  Mormal
5 1 20777 1 20777 1 Statistics Gamma
6 1 14,138 1 14138 1 18,467 1 100 Ll:||;|l'||:|r'r|'|E||
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [f graphs have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click “Options” for GOF options.
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Gn_udness-uf—ﬁl: [Hnrmai, Lognormal)

i Select Confidence Level
{90 %

{+ 95%

(9%

i~ Method

{* Shapiro Wilk
" Lilliefors

i~ Display Regression Lines
" Do Mot Display

{* Display Regression Lines

i Graphs by Group
&+ |ndividual Graphs

(" Group Graphs

i Graphical Display Options -

+ Color Gradient

" For Export (BW Printers)

0K Cancel

The default option for the “Confidence Level” is “95%.”

The default method is “Shapiro Wilk.” If the sample size is greater
than 50, the program defaults to the “Lilliefors” test.

The default method for “Display Regression Lines” is “Do Not

Display.” If you want to see regression lines on the normal Q-Q plot,
check the radio button next to “Display Regression Lines.”

123



o The default option for “Graphs by Group” is “Individual Graphs.”

If you want to put all of the selected variables into a single graph,
check the radio button next to “Group Graphs.”

The default option for “Graphical Display Options” is “Color
Gradient.” If you want to see the graphs in black and white, check
the radio button next to “For Export (BW Printers).”

o Click “OK” to continue or “Cancel” to cancel the option.

e Click “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.

Output Screen for Normal Distribution (DL/2 Estimates).
Selected options: Shapiro Wilk, Display Regression Lines, Group Graphs, and Color Gradient.

10,00

500

Ordered Observations

124

-~ Arzenic (subsurface)

Normal Q-Q Plot for Group Arsenic (subsurface)
Statistics using DL/2 Method H=o
Mean = 5.3350
Sd=12188
Slope = 1.1386

Irtercept = 5.3350
Correlgtion, R = 08792
Shapiro-Wilk Statistic
Test Value = 0803
Critical Wal(0 05) = 0 542
Dsta not Mormal
Arsenic (surface)
M=10
] Mean = 57450
- Sl = 22592
P Slope = 2.2938
= i Intercept = 5.7450
e - Correlation, R = 0.9547
& e Shapiro-Wilk Statistio
rl = Test Value = 0.908
— Critical Val0.05) = 0,542
Data appear Normal

a
Theoretical Quantiles (Standard Normal)

& Arzenic (surface)



Output Screen for Lognormal Distribution (DL/2 Estimates).
Selected options: Shapiro Wilk, Display Regression Lines, Individual Graphs, and For Export (BW
Printers).

Loghormal Q-Q Plot for Mercury Mercury
Statistics using DL/2 Method =g

0.00 = Mean = 1.7413

0.20 Sd =0.9845

040 Slope = 0.9865

Intercept= -1.7413

A=Y Correlation, R = 0.9748

080 Shapiro-Wilk Test

-1.00 Test Statistic = 0.931
g 120 Critical Value{0.05) = 0.927
:E am Data appear Lognormal
© -1.60
2
S 180
g 2.00
@ 2.20
2
O 240

260

280

3.00

320 4

340

2 1 0 1 2
Theoretical Quantiles of Gamma Distribution
-= Mercury

6.2.1.2.6 GOF Tests Using DL/2 Estimates for Gamma Distribution

1. Click Stats/GOF » GOF » Univariate » With NDs » DL/2 Estimates »
Gamma.

™ Scout 4.0 - [D:¥Narain’Scout_For_WindowsiScoutSourceWorkDatinExce \Datakcensor-by-grps1]

o File Edit Configure Data Graphs [e @i Cutliers/Estimates Regression  Mulkivariate EDA  GeoStaks  Programs  Window  Help
Mavigation Panel l Descriptive B 5 [ 7 8
3 bemimm U Gr0URd [ o | U_Gioupsd
Mame | v Hypothesis Testing  » Exchude MDs Y7 X 1
14 Intetrvals 4 [ Mormal-ROS Estimates  »
2 ! 4238 ! Gamma-ROS Estimates  » 22 !
3 1 4582 1 452 T | LlogROSEstinates  » 299 !
4 1 7233 1 7233 1 DL{Z Estimates ] Mormal
5 1 2 1 2w 1
B 1 14.138 1 14138 1 18.467 1 qog  Legnermal
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.
e If graphs have to be produced by using a Group variable, then select a

group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
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user should select and click on an appropriate variable representing a
group variable.

Click “Options” for GOF options.

Goodness-of-Fit (Gamma)

()

—Select Confidence Level
(90 %
{+ 95 %

{9

—Methoed

* Anderson Darling

" Kolmogorov Smirnov
— Display Regression Lines

" Do Mot Display

{* Display Regression Lines
—Graph by Groups

{* |ndividual Graphs

(" Group Graphs

— Graphical Display Options
%' Color Gradient

" For Export (B\W Printers)

K Cancel

o The default option for the “Confidence Level” is “95%.”
o The default method is “Anderson Darling.”
o The default method for “Display Regression Lines” is “Do Not

Display.” If you want to see regression lines on the normal Q-Q plot,
check the radio button next to “Display Regression Lines.”



o The default option for “Graph by Groups” is “Individual Graphs.”
If you want to put all of the selected variables into a single graph,
check the radio button next to “Group Graphs.”

o The default option for “Graphical Display Options” is “Color
Gradient.” If you want to see the graphs in black and white, check
the radio button next to “For Export (BW Printers).”

o Click “OK” to continue or “Cancel” to cancel the options.

e Click “OK” to continue or “Cancel” to cancel the goodness-of-fit tests.

Output Screen for Gamma Distribution (DL/2 Estimates).
Selected options: Anderson Darling, Display Regression Lines, Individual Graphs, and Color Gradient.

Gamma Q-Q Plot for Mercury Mercury
Statistics using DL/2 Substitution Method N=3
1.00 & Mean = 0.2629
Il k star =1.0875
Slope = 1.0897
oso "] Intercept = -0.0220
Correlation, R = 09617
Ancerson-Dariing Test
080 o Test Statistic =1.126

Critical Value(0.05) = 0.771
Data not Gamma Distributed

070

o o e
b & &
3 ) z

Ordered Observations

=)
@
&

u

020

g > o b or o o o b o & o v

Theoretical Quantiles of Gamma Distribution

s Mercury
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6.2.1.2.7 GOF Statistics
1. Click Stats/GOF » GOF » Univariate » With NDs » Statistics.

™ Scout 4.0 - [D:3NaraindScout_For_ WindowsiScoutSourceMWorkDatinExce \Datalcensor-by-grps1]

o) File Edit Configure Data  Graphs Outliers/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window  Help
Mawigation Panel l Descriptive 3 4 5 g 7 £
N | G0 4 e | L AMOURE | o | U

e - Hypothesis Testing  » Multivariate ‘With MDs Exchude MDs 3 &7 ®
1 Intervals 3 I’ Mormal-ROS Estimates »
GOFMROSMorm. gst 2 ! 4238 1 Gamma-R0S Estimates  » 22
3 1 452 1 452 1 Log-ROS Estimates #5949
4 1 7.233 1 7.233 1 DL{Z Estimates » B34
5 1 20,777 1 20,777 1 Statistics E5S

2. The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e (lick “Options” for GOF options.

"0 ptionsGOF_Stats E@

Select Confidence Level
a0z
fo 95 %
 89%
Ok Caticel
A

o The default option for the “Confidence Level” is “95%.”
o Click “OK” to continue or “Cancel” to cancel the option.

e (Click “OK” to continue or “Cancel” to cancel the Goodness-of-Fit
Statistics.
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Output for GOF Statistics for univariate data with Non-detects.

Uszer5elected Options

Full Precizion  OFF
Confidence Coefficient 095

Group1X

Grouplx Data

Statistics [Mon-Detects Only)

Statiztics [Detectz Only]

Statistics (Al MDsz treated az DL walue]
Statistics (Al MDz treated az DLAZ valug)
Statiztics [Mormal ROS Estimated Data)
Statistics [Gamma ROS Estimated Data)
Statistics [Lognormal BOS Estimated Data)

Statiztics [Detectz Only]

Statistics [MDz = DL]

Statistics [MDz = DL/Z)

Statistics [Gamma ROS Estimates)

Statiztics [Lognormal BOS Estimates)

Obs Mo,
10

Murnber

2

a

10
10
10
10
10

k. Hat
2E74
25678
1.844
1.995

Mumm Misz

0

kirirnLinm

4
3202
3202
2

-2.508

1.4
2m

K. Star
1.433
1.872
1.357
1.463

Mum Y alid
10

b amimnuirm

4

2074
2074
2074
2074
2074
2074

Theta Hat
34E9
2189
4242
4024

{ Goodnessz-of-Fit Test Statistics for Data 5 ets with HonDetects
Date/Time of Computation  1/25/2008 1:01:29 P

Detects MOz

a 2

Mean Median
4 4
9277 B.704
g222 5347
7822 5347
7286 5347
8027 5405
7Aa17 5347

Logbean  Log Stdy

2.023 0.673
1.301 0.652
1.762 n.as
1.501 0.763

Fram File  D:AMarainScout_For_'windowshS coutS ourcehwfork D atlnE woelhD atacensor-by-grps

sh

0
£.283
5.91
£.334
7.034
£.1582
£.243

Log CW.

0332
0.343
0.464

0.427
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Output for GOF Statistics for univariate data with Non-detects (continued).

Shapiroilkz [Detects Only]

Liliefors [Detects Oniy)

Shapirowilks [MDz =DL)

Liliefors [MDe = DL

Shapirowilks [MDz = DL/

Lillieforz [MD=z = DL/2)

Shapiro-wfilks [Mormal ROS Estimates)
Liliefors [Mormal ROS Estimates]

Anderzon-Darling [Detects Only)
K.olmogorow-Smimoy [Detects Oniy)
Anderzon-Darling [MDz =DL)
K.olmogoroy-Smirmoy [MOz = DL)
Anderzon-Darling [MDz = DL/
K.olmogoroy-Smirnoy [0z = DLAZ)
Anderzon-Darling [Gamma ROS Estimatesz)

K.olmogoroy-Smirnoy [Gamma ROS Est)

Shapiroilkz [Detects Only]
Liliefors [Detects Oniy)
Shapirowilks [MDz =DL)
Liliefors [MDe = DL
Shapirowilks [MDz = DL/
Lillieforz [MD=z = DL/2)
Shapiro-wilks [Lognormal BOS Estimates)
Liliefors [Lognormal ROS Estimates)
Hote: DL#2 iz not a recommended method
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0.866
0.253
0.736
0.266
0.542
0.237
0.341
0.20

0.404
0197
0737
0.244
0.367
0165
0.355
n.1va

0332
013
0.87a
0.226
0.34

0157
0.351
0161

Test value  Crit. [0.95]

n.a1s
033
0.842
028
0.842
028
0.842
028

Test value  Crit. [0.95]

0.7z
0.297
0.734
0.263
0737
0.2y

0.736
0.2y

Test value  Crit. [0.95]

n.a1s
033
0.842
028
0.842
028
0.842
028

Mormal Distribution Test Results

Concluzion with Alphal0.05)

[rata Appear Mormal
[rata Appear Mormal
Data Mot Marmal

[rata Appear Mormal
[ata Appear Mormal
[rata Appear Mormal
[ata Appear Mormal
[rata Appear Mormal

G amma Distribution T est Resuls

Concluzion with Alphal0.05)

[rata Appear Gamma Diztributed

[ata appear Approdimate Gamma Distribution

[rata Appear Gamma Diztributed

[rata Appear Gamma Diztributed

Lognormal Distribution T est B esults

Concluzion with Alphal0.05)
[rata Appear Logrormal
[rata Appear Lognormal
[ata Appear Logrormal
[rata Appear Logrormal
[rata Appear Logrormal
[rata Appear Lognormal
[ata Appear Logrormal
[rata Appear Logrormal



6.2.2 Multivariate GOF

The multivariate goodness-of-fit test to test for multinormality of a data set can be
performed using Scout. Several test statistics, including the correlation coefficient based
upon ordered Mahalanobis distances (MDs) versus beta distribution quantiles (and also
approximate chi-square quantiles), multivariate kurtosis, and multivariate skewness, are
available in Scout. The details of those statistics can be found in Singh (1993) and
Mardia (1970).

1. Click Stats/GOF » GOF » Multivariate.

™ Scout 4.0 - [D:NarainiScoutFor_WindowsiScoutSourcelWorkDatIinExce lBEADU]
B Fle Edit Configure Data Graphs BEssigieelad Cutliers/Estimates Regression  Multvariate EDA  GeoStats  Programs  Window Help

Mavigation Panel ‘ Descriptive | 4 5 g 7 g

I | | G':'F 13 - i ari : i w3

Name Hypothesis Testing  »| 583
DAMaraimScout_Fo... L Inkervals » )
2 | 35 205 283
2. The “Select Variables” screen (Section 3.4) will appear.

e Select two or more variables from the “Select Variables” screen.

e [f graphs have to be produced by using a Group variable, then select a group
variable by clicking the arrow below the “Group by Variable” button. This
will result in a drop-down list of available variables. The user should select
and click on an appropriate variable representing a group variable.

e Click “Options” for the multivariate GOF options.

™ options Multivariate GOF X|

Dizplay Regrezsion Lines ———— [~ Select Critical Alpha  ——
£ Do Mot Display oo
" Digplay Regression Lines i 0.025
: & [.050
0100
0150
0,200
Graphical Display Optionz " 0.250
' Color Gradient ‘ L aniins
T For Export (BW Frinkers] " Beta Quantiles |

" Chi Quantiles
0k, | Cancel |
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o Specify the preferred “Critical Alpha.” The default is “0.05.”

o Specify the distribution (scaled beta or approximate chi-square) of
the MDs used to compute the quantiles. The default is a “Beta”
distribution.

o The default option for Display Regression Lines is “Do Not
Display”, and the default option for “Graphical Display Options”
is “Color Gradient.”

o Click on “OK” to continue or “Cancel” to cancel the GOF options.

e Click on “OK” to continue or “Cancel” to cancel the GOF computations.

Output Screen for Multivariate GOF.

GOF Q-Q Plot of MDs Multivariate GOF Statistics
4794 N=75
P=4
= Slope = 2 8582
4304 & Intercept = -1 TE28
Skewwness(0.05) = 2.3990
e Skewness = 31 0467
3994 Kurtosis(0.05) = 25.2002
Kurtosis = 53.9678
s Beta Correlation Cosfficient(0.05) = 0 9541
3504 Beta Carrelation Coefficient = 08738
Data set does not appear to be Multinormsl
3394
3194
2994
2794 o
2
& 2504
(=
8230
0
O 2194
H
E 19.94
]
& 178
1594
=
1394
1194
a9
794 ‘ ]
i
aE®
594 L
s
394 ™
194 i il
. -

-1 a 1 2 3 4 S -] 7 g
Beta Quantiles

Note: Several test statistics (correlation coefficient, skewness, and kurtosis) are shown in the above GOF
display. Singh (1993) has outlined some of these procedures to assess multivariate normality. Critical
values for these three statistics have been computed using extensive Monte Carlo simulations. Critical
values are still being simulated at the time of publishing this document. These values will be available in
the Q-0 plots in the near future. The developers of Scout may be contacted to obtain these critical values.
They do plan to publish them in the near future.
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6.3 Hypothesis Testing

Scout can perform hypothesis tests on data sets with and without ND observations. When
one wants to use two-sample hypothesis tests on data sets with NDs, Scout assumes that
samples from both of the groups have non-detect observations. This means is that a ND
column (with 0 or 1 entries only) needs to be provided for the variable in each of the two
groups. This has to be done even if one of the groups has all detected entries; in this
case, the associated ND column will have all entries equal to “1.” This will allow the
user to compare two groups (e.g., arsenic in background vs. site samples) with one group
having NDs and the other group having all detected data.

The hypothesis testing module of Scout is exactly same as the one available in ProUCL
4.00.04. ProUCL 4.00.04 has been developed to address several environmental
applications. More information on those methods can be obtained from the ProUCL
4.00.04 Technical Guide and User Guide (Chapter 9), respectively.

Note: Since the hypothesis testing module of Scout is imported from ProUCL 4.00.04, most of the
terminology used (site concentration, background concentration, background threshold values, etc.) are
borrowed from various environmental applications. However, all of those tools (e.g., t-test, Gehan test)
can be used in various other applications. For an example, a two-sample t-test can be used to compare the
means of distributions of any two variables. Similarly, the Gehan test may be used to compare the
measures of central tendency of two distributions based upon data sets with below detection limit
observations.

6.3.1.1 Single Sample Hypothesis Tests for Data Sets with No Non-detects

6.3.1.1.1 Single Sample t-Test

1. Click Stats/GOF » Hypothesis Testing » Single Sample » No NDs » t-
Test.

(™ Scout 4.0 - [D:arain’Scout_For_Windows\ScoutSourceWorkDatlnExce Matalcensor-by-grps1]

Bl File Edit Corfigure Data Graphs BElciesld Outliers/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window  Help

Mavigation Panal l Descriptive L a 4 E; B 7 g
" | GOF r e S I O T e I T« P SO E (=0
LI : Hypothesis Testing »|  Single Sample Tests »| mMomDs  » e
DANaraimiScout_Fo... Intervals 3 Two Sample Tests  » Wwith NDs ¥ Propartion
HTSS_MolDs tTes.. | 2 Sign test !
HTSS_MolDs_Sig... 3 1 452 1 452 1 1 wilcoxon Signed Rank 1
UToC hlahkiMma COha a _-——— - - - m—— ek -

2. The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.
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e When the options button is clicked, the following window will be shown.

= Single Sample t Test Options [E@

Confidence Level 0.95
Substantial Difference, S E
(Used with Test Form 2)

Compliance Limit IT
i~ Select Mull Hypothesis Form
+ Mean <= Compliance Limit (Form 1)
{" Mean >= Compliance Limit (Form 2)
" Mean >= Compliance Limit + 5 (Form 2)

" Mean = Compliance Limit (2 Sided Alternative)

0K Cancel

4

o Specify the “Confidence Level.” The default is “0.95.”

o Specify meaningful values for “Substantial Difference, S”” and the
“Compliance Limit.” The default choice for S is “0.”

o Select the form of Null Hypothesis. The default is Mean <=
Compliance Limit (Form 1).

o Click “OK” to continue or “Cancel” to cancel the options.

e C(Click “OK” to continue or “Cancel” to cancel the test.
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Output for Single Sample t-Test (Full Data without NDs).

15ample-t

Single Sample t-Test

Raw Statistics
Mumber of Valid Samples
Mumber of Distinct Samples
Minimum
Maximum
Mean
Median
5D
SE of Mean

HO: Site Mean=100

Test Valus
Twao Sided Critical Value (0.05)
P-\alue

Conclusion with Alpha =0.05
Do Not Reject HOD, Conclude Mean = 100
P-Value > Alpha (0.05)

6.3.1.1.2 Single Sample Proportion Test

82.39
1132
99.33
103.5
10.41
3468

-0.178
2.306
0.863

1. Click Stats/GOF » Hypothesis Testing » Single Sample » No NDs »

Proportion.

™ Scout 4.0 - [D:¥NarainkScout_For_Windows\ScoutSourcesWorkDatInExcel\Datalcensor-by-grps1]

ol File Edit Corfigure Data Graphs

Sl eo A Outliers/Estimates  Regression  Multivariate EDA  GeoStats  Programs  Window  Help

Mavigation Panel l Descriptive »

L2 3

4

] B 7 8

GoF 4 U Groupl | -~ e | U GrOUpE | - e | U Eroupd
Marne | G tTest S
D:\MarainScout_Fo... Intervals Two Sample Tests With NDs  # Propartion
HTSS_MoNDs_tTes... || 2 Sign test. !
HTSS_MolDs_Sig... 3 1 452 1 452 1 1 wilcoxon Signed Rank 1
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.
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e [f the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the options button is clicked, the following window will be shown.

Confidence Level 0.95

Proportion 03
Action/Compliance Limit &

Select Null Hypothesis Form
{+ P <= Porportion (Form 1)
" P == Proportion (Form 2)

(" P = Proportion (2 Side Alternatived)

Ok Cancel

A

o Specify the “Confidence Level.” The default is “95.”

o Specify the “Proportion” level and a meaningful
“Action/Compliance Limit.”

o Select the form of Null Hypothesis. The default is P <= Proportion
(Form 1).

o Click “OK” to continue or “Cancel” to cancel the options.

e C(Click “OK” to continue or “Cancel” to cancel the test.
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Output for Single Sample Proportion Test (Full Data without NDs).

One-Sa mple Prnm'hm Test

Raw Statistics
Mumber of Valid Samples| 85
Mumber of Distinct Samples a3
Minimum 0.598

Maximum 7676
Mean h183
Median 5.564
S0 1.588

SE of Mean 0172
Mumber of Excesdances . 27
Sample Proportion of Excesdances 0318

HO: Site Proportion <=0.3 (Form 1)
Large Sample z-Test Valus 0237
Critical Value (0.05) 1645

P-Walus 0.406

Conclusion with Alpha = 0.05
Do Not Reject HO, Conclude Site Proporbion <=0.3

P-Value = Alpha (0.05)

6.3.1.1.3 Single Sample Sign Test

1. Click Stats/GOF » Hypothesis Testing » Single Sample » No NDs » Sign
test.

B

Scout 4.0 - [D:\NarainA\Scout_For_Windows\ScoutSource\WorkDatinExcel\)atalcensor-by-grps1]
B File Edit Configure Data Graphs Beleiewa® Cutliers/Estimates Regression  Mulbvariate EDA  GeoStats  Programs  Window  Help

Mavigation Panal l Descriptive . 3 4 E B 7 &
GOF 4 L ¥ F P T I S - 1 o S PP U = (T w ( P ( W  [ wWTw
Narme | Hypathesis Testing  #|  Single Sample Tests t-Test + 1
D:\NarainkScout_Fa. . L Intervals 3 Two Samplz Tests With NDs  » Propartion
HTSS MoMDs_tTes.. | 2 Sign test !
HTZZ MohDs_Sig... 3 1 452 1 452 1 1 choxon Signied Rank, 1
HTSS MaMMDs Sin f 1 7 73 1 ] 1 1 RER 1 EFREET] 1
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2. The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the options button is clicked, the following window will be shown.

= Single Sample Sign Test Options

Confidence Level 0.95
Substantial Difference, S ’T

(Used with Test Form 2)
Actionf/Compliance Limit 0
Select Mull Hypothesis Form

* Median <= Compliance Limit (Form 1)
" Median >= Compliance Limit (Form 2)
" Median >= Compliance Limit + 5 (Form 2)

(" Median = Compliance Limit (2 Sided Alternative)

0K Cancel

o Specify the “Confidence Level.” The default choice is “0.95.”

Y

o Specify meaningful values for “Substantial Difference, S”” and
“Action/Compliance Limit.”

o Select the form of Null Hypothesis. The default is Median <=
Compliance Limit (Form 1).

o Click “OK” to continue or “Cancel” to cancel the options.

e (Click “OK” to continue or “Cancel” to cancel the test.
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Output for Single Sample Proportion Test (Full Data without NDs).

Single S5a mhleSigl Test

Raw Statistics
Mumber of Valid Samples| 10
Mumber of Distinct Samples| 10

Minimum 750

Maximum 1161
Mean 9257

Median 323
sD 1367

SEof Mean 43324
Mumber Abowve Limit 3
Mumber Equal Limit 0
Number Below Limit 7

HO: Site Median >= 1000 (Form Z)

Test Value 3
Lower Critical Value (0.05) 1
P-Yalue 0.172

Conclusion with Alpha = 0.05
Do Mot Reject HO. Conclude Median == 1000
P-Value = Alpha (0.05)

6.3.1.1.4 Single Sample Wilcoxon Signed Rank Test

I. Click Stats/GOF » Hypothesis Testing » Single Sample » No NDs »
Wilcoxon Signed Rank test.

= Scout 4.0 - [D:XNaraindScout_For WindowsYScoutSourcelWorkDatlnExcel\Datalcensor-by-grps1]

ol File Edit Corfigure Data Graphs B OutliersfEstimates  Rearession  Multivariske EDA  GeoStats  Programs  ‘Window  Help
Mavigation Panel l Descriptive . 3 4 5 E 7 8
GOF ’ L w comecne U mm0OURT [~ 4, | U AMOUDE | o~ | U_LalOUPS
Marne | Hypothesis Testing | Single Sample Tests ¢ MoMDs  » S Y 1
D \MarainisScout_Fo.. L Intervals 4 Two Sample Tests  » With NDs  # Propartion
HTSS_MoMDs_{Tes... f| 2 Sign test !
HTSS_MokDs_Sig. .. a 1 452 1 482 1 1K n Signed Rark. 1

139



2. The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the options button is clicked, the following window will be shown.

= Single Sample Wilcoxon Signed Rank Test Options

Confidence Level 0.95
Substantial Difference, S
(Used with Test Form 2) i
Action/Compliance Limit | 0
Select Mull Hypothesis Form

(¢ Mean/Median <= Compliance Limit {Form 1)
" Mean/Median == Compliance Limit (Form 2)
" Mean/Median == Compliance Limit + 5 (Form 2)

" Mean/Median = Compliance Limit (2 Sided Alternative)

- =

o Specify the “Confidence Level.” The default is “0.95.”

]

o Specify meaningful values for “Substantial Difference, S,” and
“Action/Compliance Limit.”

o Select the form of Null Hypothesis. The default is Mean/Median <=
Compliance Limit (Form 1).

o Click “OK” to continue or “Cancel” to cancel the option.

e C(Click “OK” to continue or “Cancel” to cancel the test.
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Output for Single Sample Wilcoxon Signed Rank Test (Full Data without NDs)

Single Sample Wilcoxon Sioned Rank Test

Raw Statistics
Mumber of Valid Samples 10
Mumber of Distinct Samples |10
Minimum | 750
Mapdmum | 1161
Mean 925.7
Median | 288
SD|136.7
SE of Mean 4324
Number Above Limit |3
Mumber Equal Limit | 0
Number Below Limit| 7
Tplus 115
T-minus 435

HO: Site Median <= 1000 (Form 1)

Test Value 11.5
Critical Value {0.05) 45
P-Value 0.947

Conclusion with Alpha = 0.05
Do Mot Reject HO, Conclude Mean/Median <= 1000
P-Value > Alpha (0.05)

6.3.1.2 Single Sample Hypothesis Tests for Data Sets With Non-detects
6.3.1.2.1 Single Sample Proportion Test

1. Click Stats/GOF » Hypothesis Testing » Single Sample » With NDs »
Proportion test.

B

=1 Scout 4.0 - [D:\WarainkScout_For_Windows\ScoutSource\WorkDatlnExcel\Datakcensor-by-grps1]

Bl File Edit Configure Data Graphs BElefielela Cutliers/Estimabes Regression  Mulbivariate EDA  GeoStats  Programs  Window  Help

Mavigation Panel I Descriptive 4 Lz 3 4 5 g 7 8
GOF L8 means | U GIOUDL | o o, | U_GIOUPZ | oo o, | L_GrOUPS
Marme - | ] Hypothesis Testing MoNDs  k § % 1 Hf,,.-, Y 1
DibharaintScout_Fo.. Intervals LA UTRET T R With MDs k| Proportion
HTSS_MoNDs_tTes.. | 2 Sign test. !
HTSS_MolDs_Sig... 3 1 452 1 452 1 1 wilcoxon Signed Rank 1
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3. The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the options button is clicked, the following window will be shown.

ConfidenceLevel | 035
Proportion | 03
Action/Compliance Limit | &
Select Null Hypothesis Form
{* P <= Porportion (Form 1)
" P »=Proportion (Form 2)

(" P = Proportion (2 Side Alternatived)

0K Cancel

A

o Specify the “Confidence Level.” The default is “0.95.”

o Specify meaningful values for “Proportion” and the
“Action/Compliance Limit.”

o Select the form of Null Hypothesis. The default is P <= Proportion
(Form 1).

o Click “OK” to continue or “Cancel” to cancel the option.

e C(Click “OK” to continue or “Cancel” to cancel the test.
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Output for Single Sample Proportion Test (with NDs).

Single Sample Proporfion Test

Raw Statistics
Mumber of Valid Samples| 24
Mumber of Distinct Samples 10
Mumber of Mon-Detect Data 13
Number of Detected Data, 11
Percent Mon-Detects 54 17%
Minimum Non-detect 09
Maximum Non-detect 2
Minimum Detected 05
Maximum Detected 32
Mean of Detected Data 1236
Median of Detected Data 07
5D of Detected Data 0.965
MNumber of Excesdances 2
Sample Proportion of Exceedances 0.0833

Some Non-Detect Values Exceed
The User Selected Achon'Compliance Limit
Unable to do Proportion Test with such parameters
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6.3.1.2.2 Single Sample Sign Test

1. Click Stats/GOF » Hypothesis Testing » Single Sample » With NDs »

Sign test.
= Scout 4.0 - [D:¥arainkScout_For_Windows\ScoutSourceMorkDatInExcel\Datalcensor-by-grpsi]
B0 File Edit Configure Data Graphs BEleiiees Cutliers/Estimates Regression  Multivariabe ED&  GeoStats  Programs  Window  He
Mavigation Panel \ Descriptive 4 Lz 3 4 5 B 7
GOF L Y Fomete | U GIOURT [, [U_Groups | e D
Name - | ] Hypothesis Testing  ® Single Sample Tests ¥ MoMDs  F § S 3 r101ul: e
DriNaraintScout_Fo. . Intervals b TwoSample Tests v |[TTGNOEEE  Proportion
HTSS_MolMDs_tTes... 2 Sign test
HTZE_MaolDs_Sig... 3 1 452 1 452 1 T wilcoxon Signed Rank
HT=2 hlakiMe Sin . 1 = Aann 1 < ann 1 1ot
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [f the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the options button is clicked, the following window will be shown.

= Single Sample Sign Test Options

Confidence Level 0.95
Substantial Difference, 5 ] [
(UUsed with Test Form 2) S

ActionfCompliance Limt | 0
i Select Mull Hypothesis Form
* Median <= Compliance Limit (Form 1)
™ Median == Compliance Limit (Form 2)
™ Median == Compliance Limit + S (Farm 2)

™ Median = Compliance Limit (2 Sided Alternative)

OK Cancel

A
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o

e (Click “OK” to continue or “Cancel” to cancel the test.

Output for Single Sample Sign Test (Data with Non-detects).

Specify the “Confidence Level.” The default is “0.95.”

Specify meaningful values for “Substantial Difference, S and
“Action/Compliance Limit.”

Select the form of Null Hypothesis. The default is Median <=
Compliance Limit (Form 1).

Click “OK” to continue or “Cancel” to cancel the option.

Raw Statistics
Mumber of Yalid Samples
Mumber of Distinct Samples
MNumber of Mon-Detect Data
Mumber of Detected Data
Percent Mon-Detects
Minimum Mon-detect
Maximum MNon-detect
Minimum Detected
Maximum Detected
Mean of Detected Data
Median of Detected Data
5D of Detected Data
MNumber Above Limit
Mumber Equal Limit
Mumber Below Limit

HO: Site Median <=5 (Form 1)

Test Value
Upper Critical Value (0.05)
P-Value

Conclusion with Alpha = 0.05
Do Not Reject HO. Conclude Median <=5
P-Value > Alpha (0.05)

Single Sample Sign Test

24
10
13
i
B4.17%
0.9
2
0.5
32
1.236
0.7
0.965
0
0
24
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6.3.1.2.3 Single Sample Wilcoxon Signed Rank Test

1. Click Stats/GOF » Hypothesis Testing » Single Sample » With NDs »
Wilcoxon Signed Rank test.

= Scout 4.0 - [D:ANarainiScout_For_ Windows\ScoutSourceMWorkDatInExce \Dataicensor-by-grpsi]
Wl Outliers/Estimates Regression  Muoltivariate EDA  GeoStats  Programs  Window  Help

oC! Fle Edit Configure Data  Graphs e

Mavigation Panel l Descriptive 4 Lz 3 4 5 & 7 8
GOF L S ooy | U GIOUDT | o o, | U_GIOUPZ| o o, | U_GIOUPS
Marne - | ] Hypokhesis Testing  » Single Sample Tests ¥ MoMDs b & o T2 f e L ]
D:\Maraintscout_Fo... Inkervals b TwoSample Tests  + | RTTGIAEEME  Proportion
HTSS_NDNDS_tTES... 2 Sign test 1
HTSE_MoMDs_Sig... 3 1 4.52 1 4.52 1 Ul vilcoxon Signied Rank. 1

2. The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables” screen.

e [f the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the options button is clicked, the following window will be shown.

= Single Sample Wilcoxon Signed Rank Test Options

Confidence Level 0.95
Substantial Difference, S
(Used with Test Form 2) I g
ActionfCompliance Limit | 0
Select Null Hypothesis Form

¥ Mean/Median <= Compliance Limit (Form 1)
{" Mean/Median »= Compliance Limit (Form 2)
" Mean/Median »= Compliance Limit + S5 (Form 2)

{" Mean/Median = Compliance Limit (2 Sided Alternative)

0K Cancel
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o Specify the “Confidence Level.” The default is “0.95.”

o Specify meaningful values for “Substantial Difference, S and
“Action/Compliance Limit.”

o Select the form of Null Hypothesis. The default is Mean/Median <=
Compliance Limit (Form 1).

o Click “OK” to continue or “Cancel” to cancel the option.

Click “OK” to continue or “Cancel” to cancel the test.

Output for Single Sample Wilcoxon Signed Rank Test (Data with Non-detects).

P-Value

Conclusion with Alpha = 0.05

Single Sample Wilcoxon Signed Rank Test

Raw Statistics
MNumber of Valid Samples 24
MNumber of Distinct Samples 10
MNumber of Mon-Detect Data, 13
Number of Detected Data 11
Percent Non-Detects 54.17%
Minimum Non-detect 05
Maximum Non-detect 2
Minimum Detected 05
Maximum Detected 32
Mean of Detected Data 1.236
Median of Detected Data 07
S0 of Detected Data 0.965
Mumber Abowve Limit 0
Mumber Egual Limit 0
Number Below Limit| 24
T-plus 0
T-minus, 300
HO: Site Median <=6 (Form 1)
Large Sample z-Test Value  -4.253
Critical Walue (0.05) 1,645

Do Not Reject HO, Conclude Mean/Median <=6
P-Value = Alpha (0.05)

Dataset contains multiple Non-Detect values!
All Observations < 2 are treated as Non-Detecis
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6.3.2.1 Two-Sample Hypothesis Tests for Data Sets With No Non-detects
6.3.2.1.1 Two-Sample t-Test
1.

Click Stats/GOF » Hypothesis Testing » Two-Sample Tests » No NDs » t-
Test.

™ Scout 4.0 - [D:¥Marain¥Scout_For_WindowsYScoutSourceyWorkDatlnExce MDatalcensor-by-grps1]

oL File Edit Configure Data Graphs &

e Outliers/Estimates Regression  Multivariate ED#  GeoStats  Programs  ‘Window  Help

Mavigation Pangl l Descriptive 4 L2 3 4 5 B 7 &
GOF 4 v Pamemtng | UGIOURT | o o | L GIOURE | e | L IOURS
Marne . | Hypothesis Testing # Single Sample Tesks  » r 4 rc-:A .-.p T X 1 rqc:uf i i 1
D:AMarainv=Scout_Fo. . Intervals b Ml rmomDs k| b Test
HTSE_MoMDs_tTes... 2 withMDs ¥ Wilcoxon-Mann-whitney
HTSS_NDNDS_SIQ .. 3 1 452 1 452 T Quantile kesk 1
2. The “Select Variables” screen (Section 3.2.2) will appear.

e Select the variables for testing.

e When the options button is clicked, the following window will be shown.

= OptionsHypothesisTest25_Sub... [E E

Substantial Difference. 5 0

[Used with Test Form &)

Confidence Coefficient

" 939% " 97 8%
" 995% fe 95%
" 99% 90

Select Mull Hypotheziz Form

¢ Sample 2 <= Sample 1 [Form 1)

(" Sample 2 3= Sample 1 [Form 2]

~ Sample 2 »=5ample 1+5 [Farm
2]

(™ Sample 2 = Sample 1 [2 Sided)

ak. Cancel

148



o Specify a useful “Substantial Difference, S” value. The default

choice is “0.”

o Choose the “Confidence Level.” The default choice is “95%.”

o Select the form of Null Hypothesis. The default is AOC <=

Background (Form 1).

o Click on “OK” to continue or on “Cancel” to cancel the option.

e Click on the “OK” to continue or on “Cancel” to cancel the test.

Output for Two-Sample t-Test (Full Data without NDs).

Murnber af % alid Samples
MHumber of Distinct Samples
MirirniLann

M asirumn

Mean

Median

sD

SE of Mean

HO: MuofSample 2-Muof 5ample1 <=0

Method DF
Pooled [Equal Y ariance] 28
S atterthwaite [Unegual Y ariance) 26,6

Pooled 50 8.E38
Conclusion with Alpha = 0.050

Murmerator DF Denaminator DF
19 9
Conchizion with Alpha = 0.05

* Two wariances appear to be equal

Raw Statistics

Sample 1 Sample 2

10 20

3 13
3.202 15
2078 37.87v
8222 17.09
5.347 18.79
5.971 9.713
1.888 2172

Sample 1 vz 5ample 2 Two-5ample t-Test

t-Test Critical

Y alue £ (0.050]
2837 1.7
2083 1,703

* Student t [Pooled] Test: Reject HO, Conclude Sample 2 > Sample 1
* Sattertbwwaite Test: Reject HO, Conclude Sample 2 > Sample 1

T est of Equality of ¥ ariances

F-TestValue
2646

P alue
0.007
0.002

P4 alue
0137
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6.3.2.1.2 Two-Sample Wilcoxon Mann Whitney Test

1. Click Stats/GOF » Hypothesis Testing » Two-Sample Tests » No NDs »
Wilcoxon Mann Whitney test.

™ Scout 4.0 - [D:¥Marain¥Scout_For_Windows¥ScoutSourceyWorkDatlnExce \Datalcensor-by-grps1]
oL File Edit Configure Data Graphs BEEEtael Cutliers/Estimates Regression  Mulkivariate EDA&  GeoStats  Programs  Window Help

Mavigation Panal l Descriptive 4 L2 3 4 5 B 7 g
Narme | GF N 3 \{ Cm e | U Lerc-up | Group2 U_L:;c-upd Group< U_L:;oupd
. Hypothesis Testing » Single Sample Teskts ¥ | T 1 FET N 1
D:AMarainv=Scout_Fo. . 1 Intervals [} TwoSample Tests  #] MoMDs ¢ PSS
HTSE _MoMDs_tTes... 2 LU Wilcoxon-Mann-Yhitnesy !
HTSS_MolDs_Sig... g 1 452 1 452 TN Quarnttle best 1
HTZS hlahlMe Sin . ] = AamA 1 EEETY 1 A o ]

2. The “Select Variables” screen (Section 3.2.2) will appear.
e Select the variables for testing.

e  When the options button is clicked, the following window will be shown.

= OptionsHypothesisTest25_Sub... E] m
Substantial Difference, 5 0

[Uzed with Test Form 2]
Confidence Coefficient

™ 99.9% " 97.5%

™ 99.5% ¥ 95%

" 99 " 90x

Select Mull Hypathesiz Farm
(* Sample 2 <= Sample 1 [Form 1)

" Sample 2 »= Sample 1 [Form 2)

~ Sample 2 >=S5ample 1 +5 [Form
2]

™ Sample 2 = Sample 1 [2 Sided)

(] Cancel
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o Specify a “Substantial Difference, S”” value. The default choice is

‘60 2

o Choose the “Confidence Level.” The default choice is “95%.”

o Select the form of Null Hypothesis. The default is AOC <=

Background (Form 1).

o Click on “OK” button to continue or on “Cancel” button to cancel the

selected options.

e C(Click on the “OK” button to continue or on the “Cancel” button to cancel

test.

Output for Two-Sample Wilcoxon-Mann-Whitney Test (Full Data).

Sample 2 Data: X[2]
Sample 1 Data: X[1]

MHurnber af % alid Samples
MHumber of Distinct Samples
bl iririLari

M airmurn

Mean

Median

s

SE of Mean

Sample 2 Rank Sum'w-Stat
Wik Test L-Stat

WkA Critical Y alue [0.050]
Approdimate P alue

Conclusion with Alpha =005
Reject HO, Conclude Sample 2 > Sample 1

R.aw Statistics

Sample 1 Sample 2

10 20

3 13
3202 1.5
2078 37.87
8222 17.09
5.347 18.73
5971 9713
1.983 2172

Wilcoxon-M ann-Whitney [whiw] Test

HO: Mean/Median of 5ample 2 <= Mean/Median of Sample 1

366

156
137
0.0073
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6.3.2.1.3 Two-Sample Quantile Test

1. Click Stats/GOF » Hypothesis Testing » Two-Sample Tests » No NDs »
Quantile Test.

% Scout 4.0 - [D:ANarain\Scout_For_ Windows\ScoutSourceMWorkDatInExce\Data\censor-by-grps1]

65 Fle Edit Corfigure Data Graphs [ @3 Outliers/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window  Help
Mavigation Panel l Descriptive L Lg 3 4 5 5 7 a
»
Narme | GF e P | U GIOUDT Giraup U_L:J(Dupd Group< U_usrcoupj
- Hypothesis Tesking Single Sample Tests » F— o 3 T ) ]
D:iMarainhScout_Fo... Inkervals [l  TwoSample Tests k| Mo MDs t Test i
HTSE_MokDs_tTes... 2 With MDs  »| Wilcoxon-Mann-whitney
HTSS_MoMDs_Sig... 3 1 452 1 452 =1 1
UTOC hlahiMia Chia L = P = P e = P

2. The “Select Variables” screen (Section 3.2.2) will appear.
e Select the variables for testing.

e When the options button is clicked, the following window will be shown.

@ Quantile Test Options ['3

1 Select Confidence Coefficient
" 99% " 97 5%
¥ 957 " 90%

o Choose the “Confidence Level.” The default choice is €95%.”

A

o Click on “OK” button to continue or on “Cancel” button to cancel
the option.

e (Click on the “OK” button to continue or on the “Cancel” button to cancel
the test.
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Output for Two-Sample Quantile Test (Full Data).

Uszer5elected Options

Full Precizion  OFF

Confidence Coefficient | 95%

Sample 1 Data: GroupTx
Sample 2 Data: GroupZ~

Approximate B Walue [0.045]
Approximate F. W alue [0.045]
Mumber of Sample 2 Observations in 'R’ Largest

Calculated Alpha

Conclusion with Alpha =0.045

R aw Statishics

Sample 1
Mumber of ¥alid 5amples 10
Mumber of Distinct Samples 9
Firirnurmn 3.202
b amimnuirm 20.78
Mean 8222
Median 5347
sD 5971
SE of Mean 1.888
Quantile Test

14
12
13

0.0446

Alternative Hypothesis  Sample 2 Concentration Greater Than Sample 1 Concentration

Sample 2
20
14
15
a7.ar
17.09
18,79
9713
2172

HO: Sample 2 Concentration <= 5ample 1 Concentration [Form 1]

Reject HO, Conclude 5 ample 2 Concentration > 5 ample 1 Concentration

{ Non-parametric Quantile Hypothosis Test for Full D atazet [No HonDetects]
Date/Time of Computation  3/4/2008 6:52:32 Ak

Fram File  D:AMarainScout_For_'windowshS coutS ourcehwfork D atlnE woelhD atacensor-by-grps

Mull Hypothesis  Sample 2 Concentration Less Than or Equal to Sample 1 Concentration [Form 1]
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6.3.2.2 Two-Sample Hypothesis Tests for Data Sets With Non-detects
6.3.2.2.1 Two-Sample Wilcoxon Mann Whitney Test

1. Click Stats/GOF » Hypothesis Testing » Two-Sample Tests » With NDs »
Wilcoxon Mann Whitney test.

= Scout 4.0 - [D:ANarainiScout_For_ Windows\ScoutSourceMWorkDatInExce \Dataicensor-by-grpsi]

ol File Edit Configure Data Graphs BE

Mavigation Panal l Descripbive . 3 4 E; B 7 8
GOF L S PSRV I (11 SN D T V= 3 S U =V
Mame - | Hypothesis Testing Single Sample Tesks  # f- 5 r01u 2 o S 1 r‘lo‘lug 267 ES 1
D:AMaraimyScout Fo. . ! Intervals » wo Sample Tests - EEIY I o= R SN R
HTSE_MohDs_tTes. .. 2 with MDs  » Wilcoxon-Mann-wWhitney !
HTSS_NDNDS_Sig. .. 3 1 452 1 462 m—— cehan 1
HTSE_MakDs_Sig... 1 1 .23 1 7233 1 315 Quantile Test 1
2. The “Select Variables” screen (Section 3.2.2) will appear.

e Select the variables for testing.

e  When the options button is clicked, the following window will be shown.

= OptionsHypothesisTest2S_Sub... g@ a

Substantial Difference. 5 i

[Used with Test Form 2]

Confidence Coefficient

" 939% " 97.5%
" 995% (e 953
" 99% a0z

Select Mull Hppathesziz Farm
* Sample 2 <= Sample 1 [Form 1)

(" Sample 2 »= Sample 1 [Form 2]

r Sample & »=Sample 1 +5 [Form
|

™ Sample 2 = Sample 1 [2 Sided]

(1] 4 Cancel
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o Specify a meaningful “Substantial Difference, S” value. The
default choice is “0.”

o Choose the “Confidence level.” The default choice is “95%.”

o Select the form of Null Hypothesis. The default is AOC <=
Background (Form 1).

o Click on the “OK” button to continue or on the “Cancel” button to
cancel the selected options.

e (Click on “OK” button to continue or on “Cancel” button to cancel the
test.
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Output for Two-Sample Wilcoxon-Mann-Whitney Test (with Non-detects).

User Selected Options
From File  D:%Marain’\Scout_For_windowshS coutSourcetwork D atl nE seelhD atahcensor-by-grps1
Ful Precision  OFF
Confidence Coefficient  95%
Substantial Difference [S]  0.000
Selected Mull Hypothesiz  Sample 2 Mean/Median Less Than or Equal to Sample 1 Mean/Median (Form 1)
Alternative Hppotheszis  Sample 2 Mean/Median Greater Than Sample 1 Mean/Median

Sample 1 Data: GroupTx
Sample 2 Data: GroupZ<

Raw Statistics

Sample 1 Sample 2

Murnber of Valid Samplas 10 20
Mumber of Mon-Detect Data 2 2
Mumber of Detect Data 8 18
Finimurn Non-Detect 4 15
b airnum Mon-Detect 4 15

Percent Mon detects  20000% 10.00%
Minirnum Detected 3202 E3E
Mawimum O etected 2078 7.e?

Mean of Detected Data 9.277 18.83
Median of Detected Data E.704 18.36
SD of Detected Data £.283 a.582

Wilcoxon-M ann-Whitney Sample 1 vs Sample 2 Test
Allobzervations <=4 (Max DL] are ranked the tame
Wilcoxon-M ann-wWhitney [whw] Test

HO: Mean/Median of Sample 2 <= Mean/Median of Sample 1

Sample 2 Rank Sum'w/Stat 363

‘wibdi Test U-Stat 159

wibfia Critical Value [0.050) 137
Approsimate PAalue 0.00503

Conclusion with Alpha = 0L05
RejectHO. Conclude Sample 2 > Sample 1

Note: In the WMW test, all observations below the largest detection limit are considered to be NDs
(potentially including detected values) and hence they all receive the same average rank. This action may
reduce the associated power of the WMW test considerably. This in turn may lead to incorrect conclusion.
All of the hypothesis testing approaches should be supplemented with graphical displays such as Q-Q plots
and box plots. When multiple detection limits are present, the use of the Gehan test is preferable.
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6.3.2.2.2 Two-Sample Gehan Test

1. Click Stats/GOF » Hypothesis Testing » Two-Sample Tests » With NDs »
Gehan test.

% Scout 4.0 - [D:\Maraini\Scout_For_Windows\ScoutSource\WorkDatInExcel\Dataicensor-by-grpsi]]

B File Edit Configure Data Graphs [ ;8 Outliers/Estimates Regression  Mulkivariate EDA  GeoStats  Programs  Window Help
Mavigation Panel l Descriptive 4 Lz 3 4 E B 7 g
GQOF 4 w Commtne | U IOURT [ o ons | U_lOURZ | o ons | L LarOUDS
Mame - | Hypothesis Testing ¥ Single Sample Tests  » f 5 1Em_| ks . 11545? # .
D:MMarainkScout_Fo... L Inkervals [l Two Sample Tests & 0Tl 0 i R
HTSES_MoMDs_tTes. .. 2 U RS  ilcoeeon-Mann-tWwhitney 1
HTSS MNoMDs_ Sig... 3 1 452 1 452 R ehan 1
HTZ5_MoMDs_Sig... 4 1 7.233 1 7.233 1 318 Quantile Test 1

2. The “Select Variables” screen (Section 3.2.2) will appear.
e Select the variables for testing.

e When the options button is clicked, the following window will be shown.

= OptionsHypothesisTest25_Sub... [E m

Substantial Difference. 5 0

[Used with Test Form &)

Confidence Coefficient

" 939% " 97 8%
" 995% fe 95%
" 99% 90

Select Mull Hypotheziz Form

¢ Sample 2 <= Sample 1 [Form 1)

(" Sample 2 3= Sample 1 [Form 2]

~ Sample 2 »=5ample 1+5 [Farm
2]

(™ Sample 2 = Sample 1 [2 Sided)

ak. Cancel
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o Specify a “Substantial Difference, S” value. The default choice is
CCO"’

o Choose the “Confidence Level.” The default choice is “95%.”

o Select the form of Null Hypothesis. The default is AOC <=
Background (Form 1).

o Click on “OK” button to continue or on “Cancel” button to cancel
selected options.

e (Click on the “OK” button to continue or on the “Cancel” button to cancel
the test.
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Output for Two-Sample Gehan Test (with Non-detects).

{Gehan Sample 1 vs Sample 2 Comparizon Hypothesis Test for D ata S ets with HNonDetects

Date/Time of Computation  2/4/2008 7:10:37 Abd
Uszer Selected Options

Fram File  D:WMarainhS cout_For_Windows\S coutS ource\w ork D atlnE scelD atatcenszor-by-grps1

Full Precizion  OFF
Confidence Coefficient  95%
Substantial Difference  0.000

Selected Mull Hypothesis  Sample 2 Mean/tedian Less Than or Equal to Sample 1 Mean/Median [Form 1]
Alternative Hypothesis  Sample 2 Mean/Median Greater Than Sample 1 Mean/Median

Sample 1 Data: GroupT¥
Sample 2 Data: GroupZ+

Haw Statistics

Sample1  Sample 2

Murmber of WVald Samples 10 20
Mumber of Mon-Detect Data 2 2
Mumber of Detect Data 8 18
Finirnurm Mon-Detect 4 15
b aminnum Maon-Dietect 4 1.5

Percent Mon detects  20.00% 10.00%
Minirurn Detected 3202 E.3E
b axirmurm Detected 20,78 ER-T)
Mean of Detected Data 9.277 18.83
Median of Detected Data E.704 19.36
S0 of Detected Data E.283 8.582

Sample 1 v 5ample 2GehanTest
HD: Mean/Median of S ample 2 <= Mean/Medan of background
Gehan z Test Value 2556
Critical z [0.95] 1.645
Pfalue 000529
Concluzion with Alpha =005

Reject HO, Conclude Sample 2> Sample 1
P-¥alue < alpha [0.05]
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6.3.2.2.3 Two-Sample Quantile Test

1. Click Stats/GOF » Hypothesis Testing » Two-Sample Tests » With NDs »
Quantile Test.

1% Scout 4.0 - [D:\NarainiScout_For_Windowsi\ScoutSourceMWorkDatinExcel\Data\censor-by-grpsi]
B File Edit Configure Data Graphs [Beie

e Outliers/Estimates Regression  Mulbivariate EDA  GeoStats  Programs  Window Help

Mavigation Panel l Descriptive 4 Lz 3 4 5 B 7 8

| GoF 4 = 4 | LN GRoupl Giroupas, U_L:;oupz Group U_usrcoupj

Mame Hypothesis Testing Single Sample Tests  # f- 3 oo

DivharaimScout_Fo... 1 Inkervals » r L 1 H_BA_‘B? !

HTSS MoMDs fTes.. || 2 Wilcoxon-Mann-Whitney !

HTSS NoMDs_ Sig... 3 1 452 1 452 Gehan 1

HTSS_MolDs_Sig... 4 1 7233 1 7233 . Quankile Test 1
2. The “Select Variables” screen (Section 3.2.2) will appear.

e Select the variables for testing.

e When the options button is clicked, the following window will be shown.

@ Quantile Test Options g

Select Confidence Coefficient
" 99% ™" 97 5%
¥ o5% " 90%

o Choose the “Confidence Level.” The default choice is “95%.”

A

o Click on “OK” button to continue or on “Cancel” button to cancel the
option.

e (Click on the “OK” button to continue or on the “Cancel” button to cancel
the test.
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Output for Two-Sample Quantile Test (with Non-detects).

{Gehan Sample 1 vs Sample 2 Comparizon Hypothesis Test for D ata S ets with HNonDetects
Date/Time of Computation  2/4/2008 7:10:37 Abd
Uszer Selected Options

Fram File  D:WMarainhS cout_For_Windows\S coutS ource\w ork D atlnE scelD atatcenszor-by-grps1
Full Precision  OFF
Confidence Coefficient  95%
Substantial Difference  0.000
Selected Mull Hypothesis  Sample 2 Mean/tedian Less Than or Equal to Sample 1 Mean/Median [Form 1]
Alternative Hypothesis  Sample 2 Mean/Median Greater Than Sample 1 Mean/Median

Sample 1 Data: GroupT¥

Sample 2 Data: GroupZ+

Haw Statistics

Sample1  Sample 2

Murmber of WVald Samples 10 20
Mumber of Mon-Detect Data 2 2
Mumber of Detect Data 8 18
Finirnurm Mon-Detect 4 15
b aminnum Maon-Dietect 4 1.5

Percent Mon detects  20.00% 10.00%
Minirurn Detected 3202 E.3E
b axirmurm Detected 20,78 ER-T)
Mean of Detected Data 9.277 18.83
Median of Detected Data E.704 19.36
S0 of Detected Data E.283 8.582

Sample 1 v 5ample 2GehanTest
HD: Mean/Median of S ample 2 <= Mean/Medan of background

Gehan z Test Value 2556
Critic:al 2 [0.95) 1.645
P4falue  0.00529

Concluzion with Alpha =005
Reject HO, Conclude Sample 2> Sample 1
P-¥alue < alpha [0.05]

6.4 Classical Intervals

This section illustrates the computations of various parametric and nonparametric lower
and upper limits for the confidence, prediction and tolerance intervals. The data used is
univariate and can be with or with out non-detects. A detailed description of those limits
can be found in the ProUCL 4.00.04 Technical Guide.
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6.4.1 Upper (Right Sided) Limits

This module in Scout computes various parametric and nonparametric statistics and
upper limits that can be used as background threshold values and other not-to-exceed
values. The detailed illustrations of the computing of those statistics can be found in the
ProUCL 4.00.04 Technical Guide and User Guide (Chapter 10 and Chapter 11).

Right sided limits can be obtained separately, for the data following normal, gamma
lognormal or nonparametric distributions, using any of the four options (“Normal,”
“Gamma,” “Lognormal” or “Nonparametric”) from the drop-down menu. If the “All”
option in the drop-down menu is used, then the limits for all four distributions are printed
on single output sheet. Examples illustrated for the Upper (Right Sided) limits are shown
using the “All” option.

¥ Scout 4.0 - [D:\Narain\Scout_For_WindowsiScoutSource\WorkDatInExcel\Datalcensor-by-grps1]

BY File Edit Configure Data Graphs B 0.8 Outliers/Estimates FRegression Multivariate EDA  GeoStats  Programs  Window  Help
MNavigation Panel l Descriptive L] 3 4 5 B 7 8 k] 10
GOF 4 L'_laroup| L'_laraups L'_laroupd
. . [_x Giroup ¥ GroupZs Group3-
1 Hypothesis Testing > C o a e 7 jieasr
1A a... ervals W Prediction Intervals  »

_ _ - 2 Robust  » Tolerance Intervals ! 102322 !
HTSS_MohDs_Sig... 3 1 452 Confidence Intervals » 0 93.659 1
HTSS_MohDs_Sig... 4 1 7.233 1 Upper (Right-Sided) » [RRTZR N30 O T 1
UBShoNDsAll ost 5 1w 1 2 T ga I MemDs > | g

g 1 1413 1 1413 1 18467 1 lin s Normal

7 1 4 0 4 0 15006 1 g1.9 samma
Lognormal

a 1 4 0 4 0 £.862 1 111082 Monparametric

g 1 13935 1 13935 1 28797 1 1038 Al

6.4.1.1 Upper (Right Sided) Confidence Limits (UCLS)
6.4.1.1.1 No NDs

I. Click Stats/GOF » Intervals » Upper (Right Sided) » UCLs » No NDs »
All

i

Scout 4.0 - [D:Waraink\Scout_For_Windows\ScoutSourceXWorkDatInExce MDataicensor-by-grps1]
BY File Edit Configure Data Graphs BEs-ege®a Outliers/Estimates Fegression Mulbivariate EDA  GeoStats Programs  Window Help

MNavigation Panel ] Descriptive L ] 3 4 5 6 7 g g 10
Name GOF ) . L4 D x Groupl¥ U_Lasr(oupl Group2¥ LJ_L:J{OUDZ Group U_La;oupd
L Hypothesis Testing  # 1 e | An e 1 116.467 1
D: t_Fo... I ervals w Prediction Intervals — »
HTS5_MolDs_tTes... 2 Robust  » Tolerance Intervals  » 1) 102822 !
HTSS MoNDs_Sig... 3 1 852 e o tberels b 0 93689 1
HTSS_MohDs_Sig... 4 1 7.233 1 Upper (Right-Sided) » IR RIL TR B MR 1
UBShoNDsAll ost 5 1w (IR R NN Ucls | momDs v ERIEE
5 1 14138 1 14738 1 18467 1| WithhDs b Gamma
7 1 1 0 4 0 15008 1 819 ;Zi';::a“:etric
g 1 4 a 4 0 GE62 1 111082 n"
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.
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e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the option button is clicked, the following window will be shown.

F™ options ALLUCLs No NDs X

Confidence Level

Number of Bootstrap Operations 2000

k. | Cancel |

A

o Choose the “Confidence Level.” The default choice is “95%.”
o Choose “Number of Bootstrap Operations.” The default is “2000.”

o Click on “OK” button to continue or on “Cancel” button to cancel the
option.

e (Click on the “OK” button to continue or on the “Cancel” button to cancel
the UCLs.
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Output Screen for UCL for Data Sets with No Non-detects (All option).

General UCL Statistics for Full D ata Sets
User Selected Options

From File  D:hMaraimScout_For_windowshS coutS ourcetwiork D atlnE xcel\D atacenzor-by-grps1

Full Precizion  OFF
Confidence Coefficient  95%

Mumber of Bootstrap Operations 2000

General Statistics

Mumber of Walid Obzervations. 53

HRaw Statistics
Firiinnrn 15
Mazimum 1211

Mean  B1.1
Median  24.56
500 4378

Coefficient of ¥ ariation 0857
Skewness 0277

Murmber of Distinct Obzervations 51

Log-transformed Statistcs

Mirirnurn of Log Data 0.405
I aximurn of Log Data 4797
Mean of log Diata 3328

SO of log Drata 1

Relevant UCL Statisics

Mormal Distribution T est
Lilliefors Test Statistic 0.247
Lilliefors Critical Walue o122
D ata Mot Hormal at 5% Significance Lewel

Assuming Normal Distibution
95% Student's+ UCL ~ £1.18
95% UCLs [Adjusted for Skewness)
95% Adjusted CLT UCL  61.24
95% Modifiedt UCL ~ £1.21

Gamma Distribution Test
k star [bias caorrected) 0z
Theta star 5E.04
nustar 9666
Approsimate Chisquare Walue [(05) 7498
Adjusted Level of Significance.  0.0455
Adjusted Chizquare Walue 7445

Anderson-Darling Test Statistic 2591
Anderson-Darling 5% Critical Walue 0782
Kaolmogoraw-Smirnayw Test Statistic 0222
Kaolmogarow-Smirmay 5% Critical Value 0126

D ata Mot Gamma Distributed at 5% Significance Level

Assuming G amma Distribution
95% Approdimate Gamma UCL 6588
95% Adjusted Gamma UCL  BE.35

Potential UCLto Use
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Lognormal Distribution Test

293

Lilliefors Test Statistic 0.225
Lilliefars Critical W alue o122

Data Mot Lognormal at 5% Significance Level

Assuming Lognormal Distribubon

5% H-UCL 1005

95% Chebyshey (MYUEJUCL 1247
37.5% Chebyshey [MYUEJUCL  151.5
99% Chebyshew (MYLUETUCL 2041

Data Distribution
D ata do not follow a Discernable Distribution [0L05)

Monparametric Statistics

95% CLT UCL

95% Jackknife UCL

95% Standard Bootstrap JCL

95% Bootstrap-t LICL

95% Hall's Boatstrap LICL

95% Percentile Boatstrap LICL

95% BCA Bootstrap UCL

95% Chebyshev{Mean, Sd)UCL

97 5% Chebpshew(Mean, SdjUCL
99% Chebyshev{Mean, Sd)UCL 1

Uze 97 5% Chebyshey [Mean, Sd] UCL

1
E1.18
60.9
E1.13
E1.15
£1.33
£1.03
7732
8866
104

8866



6.4.1.1.2 With NDs

I. Click Stats/GOF » Intervals » Upper (Right Sided) » UCLs » With NDs
> All

= Scout 4.0 - [D:¥arainkScout_For_Windows¥ScoutSourceMWorkDatInExce MDatadcensor-by-grps1]

BS File Edit Configure Data Graphs [E

el Outliers/Estimates Regression  Multivariate EDA  Geo3tats  Programs  Window  Help

MNavigation Panel l Descriptive LB ) 3 4 5 B 7 ] q 10
»
é“ame E:’)l:Dthesis Testing * = : Gmuf lfq U_u;wp: G[D:J Z 2::1 u_u;oupj Gr101u§ f;? U_u;ij
[y ut_Fo... 1 Intervals w Prediction Intervals  » :
HTS5_MoMDs_tTes... 2 T Robust M| Tolerance Intervals b 1 es 1
HTSS_NoMDs_Sig. . 3 1 452 TP Corfidence Intervals b 0 33653 1
HTSS_MolDs_Sig... 4 1 k] 1 Upper (Right-Sided) BTSN T BELAEL] 1
UBSMaNDsAll ost 5 1 20777 1 07 1 GOl MEEERNE  MoMDs b | 1
UCLNaNDsAlL ost 5 1 1413 1 1413 ST FT- | /it DS Mormal
UCLwNDsALL ost Gamma
7 1 4 ] 4 0 15008 1 &1.9 Leemorml
a 1 4 1] 4 1] 6.862 1 111.062 Monparametric
g 1 139 1 139m 1 T 1110318 ol
_ 1 =Rk} 1 =Xk} 1 ELE-T0) 1 a7 1da
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [fthe statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e When the option button is clicked, the following window will be shown.

£ Options AlLUCLs With HDs ['5_<|

Confidence Level

Number of Bootstrap Operations 2000

k., ‘ Cancel ‘

A

o Choose the “Confidence Level.” The default choice is “95%.”
o Choose “Number of Bootstrap Operations.” The default is “2000.”

o Click on “OK” button to continue or on “Cancel” button to cancel the
option.
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e (Click on the “OK” button to continue or on the “Cancel” button to cancel
the UCLs.

Output Screen for UCL for Data Sets with Non-detects (All option).

i General UCL Statistics for Data 5ets with NonDetects

Uszer Selected O phions
From File  D:A\MarainhS cout_For_windowssS coutS ourcehw/ork D atinE scelh\D ata\censor-by-arps1
Full Frecision  OFF
Confidence Coefficient 953

Mumber of Bootstrap Operations 2000

X
General Statistics
Mumber of Yalid D ata 53 MNumber of Detected D ata 43
Mumber of Distinct Detected Data 43 MHumber of Non-Detect D ata 4
Percent Man-Detects 7.55%
Raw Statizhcs Log-transformed Statishcs
Mirirnum Detected 3.202 Mimirnurn Detected 1.164
b awimum Detected 1211 td awimum Detected 4,797
Mean of Detected 55.05 Mean of Detected 3.523
5D of Detected 432 5D of Detected 1128
Minirnurn Hon-Detect 15 Minirmurn Mon-Detect 0.405
Maximurn Non-Detect 4 Maximurn Mon-Detect 1.386
Mate: Data have multiple DLz - Use of KM Method iz recommended MHurnber treated az Mon-Detect 5
For all methods [except kM, DL/2, and ROS Methods), Mumber treated as Detected 48
Observations £ Largest ND are treated as MDs Single DL Mon-Detect Percentage 943%
UCL Statistics
Mormal Distribution T est with D etected ¥ alues Onky Lognormal Digstnibution Test with D etected Yalues Onky
Lilliefars Test Statistic n.anz Lilliefars Test Statistic 0.856
5% Liliefors Critical Yalue 0947 5% Liliefors Critical Walue 0947
Data Not Mormal at 5% Significance Level Data ot Lognormal at 5% Significance Level
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Output Screen for UCL for Data Sets with Non-detects (All option) (continued).

Assuming N ormal Distribution
DL/2 Substitution Method

Mean a1
5D 438
95% DL/2 (M UCL g1.1

tawimum Likelihood Estimate(tLE] Method

Mean 48.86

5D 4B 77

95% MLE [t) UCL 5362
952 MLE [Tiku] UCL 534

Gamma Distribution Test with Detected ¥ alues Only

k. star [bias comected) 1.1
Theta star 4354
U star 1089

A0 Test Statistic 2882
B A-D Critical Walue 0775
F-5 Test Statistic 0775
5% K-5 Critical Value 013
D ata Mot G amma Distributed at 5% Significance Level

Aszzuming Gamma Distnbution
Gamma ROS Statistics using Estrapolated D ata
Mirirnum - 1.0000E-3
P awirrm 1211

Mean 509
edian 2456
sD 44.02

k star 0302
Theta star 168.3
Mu star 3205

AppChi2 201
95% Gamma Approsimate ICL a1
95% Adjusted Gamma UICL az22
Note: DL/2 is not arecommended method.

Aszsuming Lognormal Distribubon
DL/2 Substitution Method
Mean
S0
95% H-Stat ([DL/A2) UCL

Log ROS Method

Mean in Log Scale

50 inLog Scale

tean in Onginal Scale

S0 in Original Scale

95% Percentilz Bootstrap LICL
95% BCA Bootstrap LUCL

D ata Distribution T est with D etected Yalues Oniy
D ata do not follow a Discernable Distribution [0.05)

Monparametnc 5 tatishcs
K.aplan-teier [KM] Methad
Mean
sD
SE of Mean
95% KM [t) LUCL
95% KM [z] UCL
95% kM [jackknife] LICL
95% kM [bootstrap t] LICL
95% KM [BCA) UICL
95% KM [Percentile Bootstrap) UCL
95% KM [Chebpshew] UCL
37.5% KM [Chebyshewv] LICL
33% KM [Chebyshew) UCL

Potential UCLsto Use
95% KM [Chebyshew) LCL

3273
1.408
1058.5

334
1.264
51.13
4375
£1.06
60.82

51.14
4333
E.013
61.21
61.03
E1.14
£2.07
60.58
£0.92
7735
88.69

m

7738

167



6.4.1.2 Upper Prediction Limits (UPL) / Upper Tolerance Limits (UTL)
6.4.1.2.1 No NDs

I. Click Stats/GOF » Intervals » Upper (Right Sided) » UPL/UTL » No

NDs » All
™ Scout 4.0 - [D:¥NaraintScout_For_WindowsiScoutSourceMWorkDatIinExcel\Datatce nsor-by-grps1]
BS File Edit Configure Data Graphs Bl Outliers/Estimates Regression  Mulkivariate EDA  GeoStats Programs  Window  Help
MNawigation Panel l Descriptive L] 3 4 5 [ 7 8 9 10
=OF ) ) ‘ [_x GroupTs U—L’J(UUDI Group&s U—L’J(DUM Giroup3 U—L"SLDUDJ
: r Hypothesis Testing ¥ 5 e 5 Err 1 116 467 1
_! i Intervals w Prediction Intervals — » ] 1 02'922 1
oMDsAll ost 2 Robust | Tolerance Intervals ¥ :
UBSwhDsAll ost 3 1 452 e confidence Intervals # 0 93659 1
4 1 7.233 1 Upper (Right-Gided)  » Ma MDs Marmal
5 1 20777 1 20,777 1 390 Udls b WithMDs »|  Gamma
g 1 14138 1 14138 1 18.467 1 100.889 Lagnarmsl }
> 1 4 0 4 0 15006 1 813 _”pa“"me”'c
13 . ED) : :
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e  When the option button is clicked, the following window will be shown.

£ Options UPLAJTL All No NDs

Confidence Level .95
Coverage 0.4
Different or Future K Yalues 1

Number of Bootstrap Operafions 2000

k. Cancel
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o Specify the “Confidence Level”; a number in the interval [0.5, 1), 0.5
inclusive. The default choice is “0.95.”

o Specify the “Coverage” level; a number in the interval (0.0, 1).
Default is “0.9.”

o Specify the next “K.” The default choice is “1.”

o Specify the “Number of Bootstrap Operations.” The default choice
is “2000.”

o Click on “OK” button to continue or on “Cancel” button to cancel the
option.

Click on “OK” button to continue or on “Cancel” button to cancel the
UPLs and UTLs.
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Output Screen for UPL/UTL for Data Sets with No Non-detects (All option).

i General Background Statistics for Full Data Sets
Uszer Selected Options

From File  D:AMarainhScout For_WindowshS coutS ourcehiwork D atlnE scelh D atabcenzor-by-grps1
Full Frecizion OFF

Confidence Coefficient 95

P

Coverage 90
Different or Future K Values 1

Mumber of Bootstrap Operations 2000

General Statistics

Tatal Mumber of Obgervations. 53 Mumber of Distinct Obszervations
Raw Statistics Log-Tranzformed Statishics

irimumn 15 biriirm

Maximurn 1211 b aximurm

Second Largest. 1165 Second Largest

First Quartile 9,708 First Quartile

Median  24.56 Median

Third Quartle.  96.88 Third Quartile

Mean 511 Mean

S0 4378 SD

Coefficient of W ariation 0857
Skewness 0277

B ackground 5tatisbics
Mormal Digtribution Test Lognormal Digtribution Test
Lilliefors Test Statistic 0.247 Liliefors Test Statistic
Lilliefors Critical Value 0122 Liliefors Critical Value
Data Mot Mormal at 5% Significance Level Data Mot Lognormal at 5% Significance Level
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0.405
4.797
4758
2273
2.2m
4573
3325
1.298
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022



Output Screen for UPL/UTL for Data Sets with No Non-detects (All option) (continued).

Aszzuming Normal Digtribution Aszzuming Lognormal Digtribubion

95% UTL with  90% Coverage 1224 95% UTL with 90% Coverage 229.8

95% UPL ) 1281 95% UPL(Y) 2493

0% Percentile [z 107.2 0% Percentile [z] 1466

95% Percentile [z 1231 95% Percentile z]  234.9

99% Percentile [z 153 99% Percentile [z]  BEE.9

Gamma Distribution Test Data Distribution Test
k ztar 0z D ata do not follow a Discernable Distribution [0.05]

Theta star 56.04
nustar 9666

A0 Test Statistic 2591 Monparametric Statishcs
8% A-D Critical Value 0.raz 90% Percentile. 110
K-5 Test Statistic 0.222 95% Percentile. 116.4
5% K.-5 Critical Value 0126 95% Percentile. 1211

Data Mot G amma Distributed at 5% Significance Level

Aszzuming Gamma Distribution 5% UTL with 90% Coverage 1164
0% Percentile. 1204 95% Percentile Bootstrap UTL with  90% Coverage  114.8
95% Percentile  198.2 5% BCA Bootstrap UTL with  90% Coverage 1148
99% Percentile.  246.6 98X UPL 1164

95% Chebyshew UPL - 2437
Upper Threshald Limit Bazed upon IQR 2276

Mote: UPL [or upper percentile for gamma diztributed data] represents a preferred estimate of BTY

6.4.1.2.2 With NDs

1. Click Stats/GOF » Intervals » Upper (Right Sided) » UPL/UTL » With
NDs » All

™ Scout 4.0 - [D: Narain\Scout_For_WindowsiScoutSourceXWorkDatinExcel\)atacensor-by-grpsi]
By File Edit Configure Data Graphs

N Outliers/Estimates  Regression  Mulkivariabe EDA  GeoStats  Programs  Window  Help

Nawigation Panel l Descriptive L] 3 4 5 [ 7 8 9 10
Mame | GoF . . 4 D v B U_L:sreoupl Group2% U_L:J(Dupd Group< U_L:J(Dullj
3 ; Hypothesis Testing ¥ 3 A ann 3 T 1 116,467 1
)M out_Fo.. A Intervals w Prediction Intervals  # )
UBSHolNDsAll ost 2 Robust ¥ Tolerance Intervals  # 1 ez 1
LB SwhDsAll ost e} 1 452 =1 Confidence Intervals * 1] 93659 1
4 1 7 1 Upper (Right-Sided)  » Mo MO Harmal
5 1 20,777 1 20777 1 990 Ucls L4 With MDs Gamma
[ 1 14138 1 14138 1 18.467 1 100.8953 Lagnormal _
7 1 4 0 4 0 15006 1 813 _”"a“"me”'c
[13 * 2 . b
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.
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e [f the statistics have to be produced by using a Group variable, then select
a group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e  When the option button is clicked, the following window will be shown.

= Options UPLAJTALL YWith HDs

Confidence Level

Coverage 04

Different or Future K Yalues 1

Number of Bootstrap Operations 2000

k. | Cancel |

Y/

o Specify the “Confidence Level”’; a number in the interval [0.5, 1), 0.5
inclusive. The default choice is “0.95.”

o Specify the “Coverage” level; a number in the interval (0.0, 1).
Default is “0.9.”

o Specify the next “K.” The default choice is “1.”

o Specify the “Number of Bootstrap Operations.” The default choice
is “2000.”

o Click on “OK” button to continue or on “Cancel” button to cancel the
option.

e C(Click on “OK” button to continue or on “Cancel” button to cancel the
UPLs and UTLs.
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Output Screen for UPL/UTL for Data Sets With Non-detects (All option).

i General Background Statistics for Data 5 ets with Non-Detects
Uszer Selected Options

Fram File  D:\MarainhScout_For_windowsS coutS ourcework D atlnE xcel\D ata\censzor-by-arps1
Full Precizsion  OFF
Confidence Coefficient | 953
Coverage  90%
Different or Future K. Values 1

Mumber of Boatztrap Operation: | 2000

X
General Statistics
Murber of Walid Data 53 Murnber of Detected Data 49
Mumber of Digtinct Detected Data 49 Mumber of Hon-Detect Data 4
Fercent Mon-Detects 7.55%
R aw Statistics Log-transformed Statishcs
tinimumn Detected 3.202 Minimum Detected 1.164
Maximum Detected  121.1 Masimum Detected 4757
Mean of Detected. 55,05 Mean of Detected 3523
5D of Detected 43,2 SDof Detected 1128
Mirimum Mon-Detect 15 tinirurn Non-Dietect 0.408
b axirnurn Mon-Detect 4 b airmum Mon-Dietect 1.386
D ata with Multiple D etection Limits Single Detection Limit 5 cenano
Mote: Data have multiple DLs - Use of KM Method iz recommended Mumber treated as Mon-Detect with Single DL 5
For all methods [except Kk, DL/Z, and ROS Methods], Murnber treated az Detected with Single DL 48
Obzervations < Largest MD are treated az MDz Single DL Mon-Detect Percentage 3. 43%
B ackground Statistics
Hormal Distribution T est with Detected ¥ alues Only Lognormal Distribution T est with Detected Yalues Only
Lilliefors Test Statistic 0.802 Lilliefors Test Statistic 0.856
5% Liliefors Critical Yalue 0.947 5% Liliefors Critical Y alue 0.947
D ataMot Hormal at 5% Significance Level DataMot Lognormal at 5% Significance Level
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Output Screen for UPL/UTL for Data Sets With Non-detects (All option) (continued).

Azsuming Normal Distribution
DL/2 Substitution Method
Mean 51
50 4319
95% UTL 90% Cowerage 1225
9B UPLIY 1252
0% Percentile [2) 1073
95% Percentile 2] 123.2
99% Percentile [z) 1531

td awiniurn Likelihood EstimateMLE] Method
tean  48.86
S0 4BF7
95% UTL with 90% Cowerage 125

SEZUPLY 1279
0% Percentile [z) 1088
95% Percentile 2] 1258
99% Percentile 2] 1577

G amma Distribution T est with D etected ¥ aluez Only

k ztar [bias comected) 1111
Theta star 49.54
nu star 1089

&-D Test Statistic 2.882
5% A-D Critical Value 0.775
k-5 Test Statistic 0.236
8% K-5 Critical Value 013
D ata Mot Gamma Distributed at 5% Significance Level

Assuming Gamma Distribution

Gamma ROS Statistics with extrapolated Data

Mean G039
Median 2456
S0 4402
k star 0.302
Theta star 168.3
Mustar 32,05

95% Percentile of Chizguare [2k) 2789
90% Percentile. 150
95% Percentile. 232.3
99% Percentile.  445.9

Mote: DL/2 iz not arecommended method.
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Azsuming Lognormal Distribubion
DL/2 Substitution kethod
kean [Log Scale)
SD [Log Scale)
955 UTL 90% Coverage
95% UPL Y
0% Percentile [z)
95% Percentile [2]
99% Percentile [z)

Log ROS Methad

kean in Original Scale

S0 in Original Scale

5% UTL with  90% Coverage

5% BCA UTL with  90% Coverage

95% Bootstrap (%) UTL with  90% Coverage
95% UPL Y

90% Percentile [2)

95% Percentile [2)

99% Percentile 2]

D ata Distribution T est with D etected Yalues Onky

[ata do nat follow & Dizcernable Distribution [0.05)

Monparametric Statistics
K.aplan-teier [KM] Method
Mean
SD
SE of Mean
95% KM UTL with 90% Coverage
95% KM Chebyshew UPL
953 KM UPL (1)
0% Percentile (2)
95% Percentile [2)
99% Percentile [2]

Mote: UPL [or upper percentile for gamma distributed data) reprezents a preferred estimate of BTY

For an Example: KM-UPL may be used when multiple detection limits are present

3273

1.406
2602
284.1
159.9
2BR.5
£94.8

51.13

43.75
2208
114.5
114.8
2383
1425
225.6
5336

51.14
43.33
£.013

121.7
241.8
124.4
106.7
1224
151.9



6.4.2 Classical Confidence Intervals

6.4.2.1

Without Non-detects

The confidence intervals for data with no non-detects available in Scout are:

Normal:

o Student’st

Gamma:
o Approximate Gamma

o Adjusted Gamma

Lognormal
o Land’sH
LCL=exp| y+ £+ SyH%
2 n—1
; SyH 1-

s
LCL=exp y+?y+

o Chebyshev MVUE

_ 1 o,.
Xy T _0( \/;
Nonparametric
o CLT
— s
x=x Z(az) ﬁ
o Jackknife

o Standard Bootstrap

i
1
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o Bootstrap t

LCL=%—1 = UCL=x%-t il

(1-%4n-1) In (%4n-1) ﬁ

o Percentile Bootstrap

o —
LCL= E percentile of X

o —
UCL=1- > percentile of X

o Chebyshev

o Modified (t)

o Adjusted CLT

123(1+2z(%)j )
on  |Vn

Xt Z( )+

%

Details of those intervals can be found in the ProUCL 4.00.04 Technical Guide.

1. Click Stats/GOF »Intervals P Classical » Confidence Intervals » No NDs.

= Scout 4.0 - [D:¥Marain¥Scout_For_Windows¥ScoutSourceMYorkDatinExce kFULLIRIS]

By File Edit Configure Data Graphs BEEfewaN Cutliers/Estimates Regression  Mulbivariate EDA  GeoStabs  Programs  ‘Window  Help
Mavigation Panel ] Descriptive = 3 4 5 B 7 g
| ;= | I - I | I I
-width t-length t-wiclth
Marne — ] Sl Hypothesis Testing  » A 2 91_ Al : EW |
D:\MarainiScout_Fa. Wl Inkervals R Prediction Inkervals
CDY‘IWDNDSNDFMUST ) ??_ |- —“"—""“_: Robust B Tolerance Inkervals — # ] )
DMaraimScout_Fo... 8 2 B7 - Confidence Intervals #| Mo MDs '
ConfiDs. ost 79 2 E 219 Upper (Right-Sided)  ®|  ‘With NDs » ‘
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The “Select Variables” screen (Section 3.2) will appear.
e Select one or more variables from the “Select Variables” screen.

e If the results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click on “Options” for interval options.

= Options Confidence Intervals Ho HDs @

Cunﬁdenc:ELEvel|
Number of Bootstrap Operations | 2000

k., ‘ Cancel ‘

A

o Specify the preferred “Confidence Level.” The default is
“0.95.”

o Specify the preferred number of bootstrap operations. The
default is “2000.”

o Click “OK” to continue or “Cancel” to cancel the options.

e (lick “OK” to continue or “Cancel” to cancel the computations.
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Output for Classical Confidence Intervals without Non-detects.

i Confidence Intervals for D atasets without NonDetects

Drate/Time of Computation
Uszer Selected Options
From File

OFF
2000
0.95

Full Precizion
Mumber of Bootstrap Operations

Confidence Coefficient

Skin(x1)

Mumber of %alid Observations

Murnber of Distint Obzervations

Raw Statistics
Mean
tedian
Y ariance

Standard D eviation

NormallIntervals
Mormal
Student'st 2295
Gamma Statistics
k Star [Biaz Corrected)
Theta Star

hu Star

Gamma Intervals

Gamma
Approximate Gamma  23.03
Adjusted Gamma 2282

Log-Transformed Statistics
Mean of Log-Transformed Data
Standard Deviation of Log-Transformed Data
MWL Estimate of Median
ML Estimate of Mean
MWL Estimate of SO
ML Estimate of Standard Eror of Mean

Lognormal Intervals

Laognormal
Land'sH 2302
Chebyshey [MVUE] 1983

Monparametric Intervals

Monparametric

Central Limit Theorem 231
Jackknife 2295
Standard Bootstrap. 2319
Bootstrapt 2267
Percentile Boatstrap. 23.13
Chebyzhey 2028
Modified [t] 2293

Adusted CLT 233
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1/15/2003 12:33:56 P

[r:4M arain®S cout_For_windows4S coutS ource’wiork D atinE xce\BODYFAT

20
20

2531
2555
2522
5.023

Lower Limit Upper Limit

2766

2054
1232

8215

Lower Limit  Upper Limit

27.94
2821

a2

0216
2475
25,34
5.603
1232

Lawser Limit Upper Limit

2826
an.es

Lowver Limit Upper Limit

27.51
2766
27.42
27.53
273
3033
2763
273



6.4.2.2 With Non-detects

The confidence intervals for data with non-detects available in Scout are:

e Normal:

o Student’st

A2
mle

S
o Normal ROS Student’s t
e (Gamma:
o Gamma ROS Approximate Gamma
o Gamma ROS Adjusted Gamma
e Lognormal:
o Lognormal ROS Land’s H
o Lognormal ROS Chebyshev MVUE
o Lognormal ROS % Bootstrap

e Nonparametric:

o Kaplan-Meier (t)

. 2
Hyy t(%’n_l) O kM —se

o Kaplan-Meier (z)

~ 2
IUKM iz(%,n_l) O-KM—se

o Kaplan-Meier % Bootstrap (bootstrapping the KM means)

o —
LCL = E percentile of X

4 ) _
UCL=1- BY percentile of X

o Kaplan Meier BCA Bootstrap
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o Kaplan Meier Chebyshev

-

T

o Winsor (t)

X, k1,
H57) I
s(n—k)
where v =n-2k s, =—>
V-1

X,, = Winsorized mean

Details of those intervals can be found in the ProUCL 4.00.04 Technical Guide.

1. Click Stats/GOF P Intervals P Classical » Confidence Intervals » With
NDs (Typical) or With NDs (Bounded).

= Scout 4.0 - [D:\WaraindScout_For_Windows\ScoutSourceMforkDatinExce A\FULLIRIS]

Bl File Edit Configure Data araphs §&

lel8ls DutliersiEstimates  Regression  Muoltivariate EDA  GeoStats  Programs  Window  Help

Mavigation Panal l Descriptive L ae A 5 | B i | B 3
A | | S ! ! ! !
-width Hength t-width
Name ] —— Hypothesis Testing 5 = gn Fl p EW
76 8 Intervals W Prediction Intervals  »
CUanUNDSNUrm ost ?_? |- | Robust  »| Tolsrance Intervals ¢
Di\MaraimScout_Fo.. 78 2 g7 G| Corfidence Intervals ¢ RN | | |
ConfwhDs. ost 73 2 3 24 G g withtDs ] with NDs (Typical)
a0 2 57 26 3R i with MDs (Bounded)
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [fthe results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click on “Options” for interval options.
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= Options Confidence Intervals With HDs

Confidence Level .95
Number of Bootstrap Operations 2000

k. ‘ Cancel ‘

Z

o Specify the preferred “Confidence Level.” The default is
“0.95.”

o Specify the preferred number of bootstrap operations. The
default is “2000.”

o Click “OK” to continue or “Cancel” to cancel the options.

e (lick “OK” to continue or “Cancel” to cancel the computations.

Output for Classical C

onfidence Intervals with Non-detects (Typical).

Confidence Intervals D atasets with NonDetects

DatesTime of Computation

User Selected Options

Fram File

Full Precision

Murnber of Boaotstrap Dperations

Confidence Coefficiznt

X

1742142008 1:25:37 PM

%M araintS cout_For_Windows\S coutSourceswforkD atlnk xcelhD ata\censar-by-grpsl -
OFF

2000

0.95

General Statistics
Mumber of Valid Data 53
Mumber of Detected Data 49
MNumber of Distinct Detected Data 49
Minimum Detected 3202

SR

um Detected 1211

Murber of Mon-Detect Data 4

Percent

Mon-Detects 7553

binimum Mon-detect 1.5

Maximum Mon-detect 4
Mean of Detected Data 55.05
50 of Detected Data 43.2

M axi Likelihood Statist

Maximum Likelhood Estimated Mean 48,86
Maximum Likelhood Estimated Stdv 4677

Mormal Confidence Intervals

Marmnal
MLE [t]

Laower Limit pper Lirnit
35.597 £1.75

Mormal RO%S Statistics
Mean of Mormal ROS Data 43,06
Stdy of Mormal ROS Data 48,36

ROS Student's t

34.73 61.39
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Output for Classical Confidence Intervals with Non-detects (Typical) (continued).

GammaROS Statistics
k Star of Gamma ROS Data 0302
Theta Star of Gamma ROS Data 168.3
Mu Star of Gamma ROSData 32.05

Gamma Intervals
Gamma  Lower Limit Upper Limit
ROS Approximate Gamma 3293 a9
ROS Adjusted Gamma 43.94 B2.09

Log-Transformed Statistics
tean of Log-Tranzformed Detected Data 3523
Stdv of Log-Transformed Detected Data 1128
tean of Loghormal ROS Data 51.13
Stdv of Lognomal ROS Data 43.75

Lognormal Confidence Intervals
Logrnormal — Lower Limit pper Limit
ROS Land'sH  41.91 109.5
ROS % Bootstrap 40,11 E2.98
ROS BCA Bootztrap 39,71 E3.51

Kaplan Meier Distribution Free Statishcs
K.aplan Meier Mean  51.14
K.aplan Meier Stdy  43.33
K.aplan Meier SEM E013

MNonparametric Confidence Intervals
Monparametric  Lower Limit Lpper Limit
Kaplan Meier [t)  39.07 E3.21
K.aplan Meier 2] 39.35 B2.92
F.aplan Meier % Bootstrap 4001 6295
K.aplan Meier BCA Bootstrap 40,91 E3.54
K.aplan kMeier Chebpshey 2425 78.03

Winzorization Statishcs
Wingor Mean 5072
Wingor Stdw 42,87
“Winzor [t] 38.83 B26
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Output for Classical Confidence Intervals with Non-detects (Bounded).

Bounded Confidence Intervals for D atazets with NonDetects
Date/Time of Computation  1/15/2008 12:45:11 PM

|Jzer Selected Options

From File  Dv:\MarainhScout_For_WindowshS coutSourcehvw ork D atinE scel\D ata\censor-by-grps1

Full Precision  OFF
Mumber of Bounding Operations 1000

Bounding Coefficient 0.9

Mumber of Bootstrap Operations | 2000

Confidence Coefficient 0.9

General Statistics
M eat

Standard Deviation

Mormal Confidence Limits
Student [t)

Gamma Statistice
k Star [Bias Corected)
Theta Star

i Star

Gamma Confidence Linits
Approximate Gamma

Adiusted Gamma

Lognarmal Statistics
tMean of Log-Tranzformed Data

d Deviation of Log-Tranzformed Data

Logrormal Statistics
tean of Log-Transformed D ata

d Dewviation of Log-Transformed Data

Lagrormal Confidence Limits
Land's H
Chebyzhey [MYWIUE]

Monparametiic Confidence Limits
Central Limit Thearem
Central Limit Thearem
Standard Bootstrap
Boatstrap-t
Percentile Boatstrap
Chebyzhey
Modified (1]
Adiusted CLT

X

Lower Bound [LE]
50.95
4384

LELCL ~ UBLCL
40.83 40.97

Lower Bound [LE]
0.761
57.8
8062

LB LCL LB LCL
40.04 40.77
3872 40.51

Lower Bound [LE]
3179
1.355

Lower Bound [LB)
3178
1.355

LB LCL ~ UBLCL
46.22 5914

-1.432 16.07

LB LCL LB LCL

1.0 .15
40.83 40,97
409 41.43
40.64 41.65
40.76 41.69
31.84 3z2m
40.87 41.02
40,78 40.9

Upper Bound [UE)
51.06
43.97

LB UCL = UBUCL

£1.06 £1.14
Upper Bound [LUE]
0.aa3
ER.87
9353

LBEUCL  UBUCL

BE.11 E7.4
BE.E1 E2.11
Upper Bound [UE)
3.297
1.674
Upper Bound [LIE)
3297
1674

LBUCL  UBUCL
1066 197.8
1141 1891

LBUCL  UBUCL

g0.88 E0.96
£1.06 E1.14
£0.58 E1.09
60,33 £1.83
6042 E1.36
70.04 701

61.1 61.13
£1.12 E1.2
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6.4.3 Classical Tolerance Intervals
6.4.3.1  Without Non-detects

The tolerance intervals for data with no non-detects available in Scout are:

e Normal:

LTL=Xx-K

s UTL=X+K
(%2-r)

(140

e [Lognormal:

LTL = exp()_/—K

UTL=exp| y+K S
p(y (11-94) )

S
(%) y)
e Nonparametric:

o Percentile Bootstrap

o BCA Bootstrap

. \3 _
5 > (x-x) _ éozq){#(xi<x)}
e N
6[Z(x—x_,) J
_ 5+ 7% _ 5 4 70?
%y Lower) =®| z, + 1_(;0 +Za/2)& &y uppEr) =0z, + 1_(230 +Zl—a/2)é\(
LTL = f(aZ(LOWER)) UTL = )—C<a2(UPPER))

o Percentile Tolerance

Details of those intervals can be found in the ProUCL 4.00.04 Technical Guide.
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1. Click Stats/GOF » Intervals P Classical » Tolerance Intervals » No NDs.

= Scout 4.0 - [D:iNarain\Scout_For_ Windows\ScoutSource\WorkDatinExce REULLIRIS]

BC File Edit Configure Data Graphs BEl&fee Outlisrs/Estimates Reqression  Mulkivariate EDA  GeoStaks  Programs  Window  Help

Iavigation Panel ‘ Descriptive . 3 4 5 G 7 g
Mame | Ej:othesis Testing : | -Width:‘ p-t-l-er_'lg_lt?; Pt-WidtT "
DoiMaraimyscout Fo. .. B Intervals W Prediction Intervals  » |
ConfMolDsMorm. ost [ e e | Tolerance Intervals  »|  RonDs
DiAMaraimScout_Fo.. 78 Z E7 - =" Confidence Intervals *|  With NDs
ConfwhDs ost 79 | 2 g 29 Upper (Right-Sided)  »
MonfwbllNe 2 net — = == e : = o

2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables™ screen.

e If the results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a

group variable.

e (lick on “Options” for interval options.

L Options Tolerance Intervals No HDs @

Confidence Level

Coverage 0.3

Number of Bootstrap Operations 2000

k. Cancel

o Specify the preferred “Confidence Level.” The default is
“0.95.”

A

o Specify the preferred coverage percentage. The default is
‘60.9.’7

o Specify the preferred number of bootstrap operations. The
default is “2000.”

o Click “OK” to continue or “Cancel” to cancel the options.

e C(Click “OK” to continue or “Cancel” to cancel the computations.
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Output for Classical Tolerance Intervals without Non-detects.

i Tolerance Intervals/Limits [TLs) for D atasets Without NonDetects
Date/Time of Computation l 2/25/2008 7:51:11 AM
Uszer Selected Optians
From File  D:\Marain\Scout_For_WindowshS cout ourcetdw/ork D atlnE weelhD atahcensor-by-grps1

Full Precision  OFF
Mumber of Bootstrap Operations 2000

Coverage 08
Confidence Coefficient 095

b

Mumber of ¥alid Obzervations 53

Murnber of Distinct Observations. &1

R aw Statistics

Mean 511
Miniirmuirm 15
5% Percentile 2,606
10% Percentile 407
Tst Quarkle 9.608
Median 2456
3rd Quartile 9573
90% Percentile. 1076
95% Percentile. 112.9
Maimum 1211
Standard Deviation 43,78
MAD /06745 30,48
3R #1.35 B457
1% Percentile [z)  -B0.75
8% Percentile 2] -20.91
10% Percentile [z]  -5.006
Tzt Quartile (2] 21.57
ROS Median (2] 51.1
3rd Quartile [2) 8064
90% Percentile [2)  107.2
5% Percentile [z) 1231
99% Percentilz [2] 153

Mormal Tolerance Limits
Tolerance  Lower Limit Upper Limit
MNaormal — -35.74 1378

Log-Transformed Statisbcs
Mean of Log-Transformed Data 3325
Standard Deviation of Log-Transformed Data 1.298

Log-Transformed Tolerance Limits
Lagnarmal 2119 3646

Nonparametric Tolerance Limsts
% Bootstrap  98.51 116.4
BCd Bootstrap 9797 114.8
%TL 2083 116.4
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6.4.3.2  With Non-detects

The tolerance intervals for data with non-detects available in Scout are:

e Normal:

o Using MLE of mean and standard deviation

o Using Normal ROS methods
e Lognormal ROS

o Using bootstrap methods based on Lognormal ROS
e Nonparametric:

o Nonparametric KM

Details of those intervals can be found in the ProUCL 4.00.04 Technical Guide and the

Scout Technical Guide.
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1. Click Stats/GOF » Intervals P Classical » Tolerance Intervals » With
NDs.

= Scout 4.0 - [D:\WaraindScout_For_Windows\ScoutSourceMforkDatinExce A\FULLIRIS]

BC! File Edit Configure Data Graphs BElelepes=8 Outlisrs/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window  Help

IMavigation Panel l Descriptive iz a4 5 | & 7 | = q
| R v B | . | | | |
-width t-length t-width
Marne ] - Hypothesis Testing » == = _gn i p EW
=) % Intervals W Prediction Intervals  #
: ?_? |- | Robust  » Tolerance Intervals  »
D:iMaraimScout_Fo... | 2 L | Cornfidence Intervals b IR SR ! | |
ConfwhDs. ost 73 2 3 24 Upper (Right-Sided)  +| GG T
a0 | 3 57 26 2 i Wikh MDs (Bounded)
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [fthe results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click on “Options” for interval options.

= Options Tolerance Intervals With MDsg @

Confidence Level

Coverage 0.3

Number of Bootstrap Operations 2000

k. Cancel

A

o Specify the preferred “Confidence Level.” The default is
“0.95.”

o Specify the preferred coverage percentage. The default is
660.9.’7

o Specify the preferred number of bootstrap operations. The
default is “2000.”
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o Click “OK” to continue or “Cancel” to cancel the options.

e Click “OK” to continue or “Cancel” to cancel the computations.

Output for Classical Tolerance Intervals with Non-detects.

i Tolerance Intervals for D atasets with Non-Detects

Date/Time of Computation

|Jzer Selected Options

From File

Full Precision

MHumber of Bootstrap Operations
Coverage

Confidence Coefficient

X

2/25/2008 8:36:35 AM

LM araintS cout_For_windowsh S coutS ourceiw ork D at nE weelh D atabcenzor-by-grpsl
OFF

2000

[IR:]

0.95

k.2 represents the two-sided cutoff for tolerance intervals bazed upon the procedure described nHahn and Meeker [19591)

MNumber of Valid Observations 53
Mumber of Digtinct Observations 49
Mumber of Mon-Detect Data 4
MNumber of Detected Data 43
Mirirurn Detected 3.202

Masimum Detected 1211
Percent Mon-Detects 7.55%

Minirurn Mon-detect 1.5

t aximum Non-detect 4
R aw Statistics
Mean of Detected Data B5.05
5D of Detected Data 43.2

M aximum Likelihood E stimates [MLEs]

MLE Mean  48.86

1% Percentile (z] - -59.95
B% Percentile (z] - -28.07
10% Percentile (z] - -11.08
1ot Quartile [z] 1731
ROS Median (z)  48.86
3rd Quartile [z] - 80.41
0% Percentile (z] 1088
95% Percentile (z] 1258
9% Percentile (z]  157.7

MLE Stdv 4677
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Output for Classical Tolerance Intervals with Non-detects (continued).

k2 1.933

Mormal Tolerance Intervals
Lowwer Limit | Upper Limit
MLE -43.91 1416

Mormal ROS Statistics
Minirmurn of ROS Data -49.33
b amimurn of ROS Data 1211
Mean of ROS Data 48.06
SDofROS Data 48.36
k2 1.933

Honparamtric Percentiles Uszing BOS Data

1% ROS Percentile. -43.39
5% AOS Percentile. -36.93
10% ROS Percentile 2513
1zt A0S Quartile 9.603
ROS Median 2426
IdROS Quartile. 95,73

90% ROS Percentle 107.6

95% AOS Percentle. 1129

93% AOS Percentle. 118.7

Parametnc Percentiles Uzing Hormal Distrbution
1% R0OS Percentile [2]  -B4.44
5% ROS Percentile [z -31.49
10% ROS Percentile [z]  -13.92
Tzt ROS Quartile [z]  15.44
ROS ROS Median [z]  48.06
Id ROS Quartile [z] 8063

90% ROS Percentile [z] 170
95% ROS Percentile [z] 1276
93% ROS Percentile [z1 1606

MHormal RO5 Tolerance Interval
Lowwer Limit | Upper Limit
Maormal — -47. 86 144
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Output for Classical Tolerance Intervals with Non-detects (continued).

Log-Transformed Statishcs

kean of Log-Transformed Detected Data 3523
Stdv of Log-Transformed Detected Data 1128
irirum of Lognomal ROS Data 2.204

b awimum of Lognormal BOS Data 1211
tean of Lognormal ROS Data 51.13
Stdw of Lognormal BOS Data 43.75
k2 1.983

Monparamtric Percentiles Using ROS Data

1% R0OS Percentils 2204
5% ROS Percentile 3041
10% ROS Percentile 4174
1zt ROS Quartile 9603
ROS Median  24.26
Frd ROS Quartle. 3573

0% ROS Percentile. 1076

952 ROS Percentile. 112.3

93% ROS Percentile. 1187

Parametric Percentiles Uszing Lognormal Dismbubon
1% ROS Percentile [2) 1.493
F% ROS Percentile [2) 3532
10% ROS Percentile [2) 5.589
1zt ROS Quartile (2] 1204
ROS ROS Median [z)  28.22
JIrd ROS Quartile 2] BR.19
0% ROS Percentile [z 1425
95% BOS Percentile [2] 2256
99% ROS Percentile [2]) 5336

Lognormal T olerance Intervals
Lawwer Limit Lpper Limit
ROS Lognomal 2.302 B
ROS % Bootstrap 98.51 116.4
ROS BCA Bootstrap 97,97 116.4
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Output for Classical Tolerance Intervals with Non-detects (continued).

K aplan Meier Distribution Free Statsbcs
Mean  51.14
1% Percentile 2] -49.66
5% Percentle [z]  -20.13
10% Percentile [z1 - -4.389
Tzt Quartile 2] 21.91
Median(z] 51.14
Jd Quartile [z]  80.36
0% Percentile [z 106.7
5% Percentile [z]  122.4
99% Percentilz (2] 151.9
Standard Deviation 4333
K.aplan Meier SEM E.013
k.2 1.983

Monparametnc Tolerance Intervals
Lawwer Limit Lpper Lirnit
KM Monparametic -34.8 1371

6.4.4 Classical Prediction Intervals
6.4.4.1 Without Non-detects

The prediction intervals for data with no non-detects available in Scout are (the square
root quantity, [(1/k) + (1/n)]"*, in the equations below is given for k = 1 future
observation):

e Normal

e Lognormal

1
exp| yt¢ s [1+—
Pl (%5n-1)7 n
e Chebyshev
| 1
Xt—s,[1+—
o n
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e Nonparametric t

(04
LPsz(m) m=(n+1)(5j

. m=(n+1)(1—%)

Details of those intervals can be found in the ProUCL 4.00.04 Technical Guide and the
Scout Technical Guide.

UPL =x

1. Click Stats/GOF » Intervals P Classical » Prediction Intervals » No NDs.

= Scout 4.0 - [D:\Marain\Scout_For_ Windows\ScoutSource\WorkDatinExce BBRADU]

Bl File Edit Corfigure Data Graphs BEsbeiemay OutliersiEstimates Regression  Multivariate EDA  GeoStabs  Programs  Window  Help

Mawigation Panel l Descriptive L B a3y 5 | 6 T
—— I H o cor v i Sl = iy : !
Hypothesis Testing » o3 ane anna

D:MarainhScout_Fo. ..

Mo ND=s

Prediction Intervals

Intervals

] ;
: 3
D:ANarain\Scout_Fo.. 2 T Robust | Tolerance Interwals k| with MDs
3 3 10.3 i | Confidence Intervals ¥
4 4 95 99 Upper (Right-Sided) »
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e If the results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e (lick on “Options” for interval options.

] Options Prediction Intervals Mo HDs
Confidence Level |
Different or Future K Values | 5

] | Cancel |
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o Specify the preferred “Confidence Level.” The default is
“0.95.”

o Specify the number of future k values. The default is “5.”
o Click “OK” to continue or “Cancel” to cancel the options.

e (lick “OK” to continue or “Cancel” to cancel the computations.
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Output for Classical Prediction Intervals without Non-detects.

{ Prediction Intervals/Limts [PLz] for D atasets Without NonDetects

lzer Selected Options
Dated/Time of Computation  2/26/2008 9:03:29 AM

From File DM arainhS cout_For_windowsS coutSourceiiwork D atinE xeel\D atahcensor-by-grpz1

Full Precizion  OFF
Mumber of Future K Walues &
Confidence Coefficient  0.95

X

Mumber of Walid Observations. 53

Murber of Distinct Observation: 51

Haw Statistics

M ki 15
Mean 511
Median 2456
bl airium 1211
Standard Dewiation 4378

Mormal Prediction Intervals
Mormal  Lower Linnit Lpper Linit
Student'st -37.58 129.8
ForMewt5 -B7.06 1E9.3

Log-Transformed Statistics

tean of Lag-Transtarmed Data 3325
Standard Deviation of Log-Tranzsfarmed Data 1.293

Logrormal — Lower Limit . Upper Linit
Log 2007 385
ForMest5 0833 9225

Chebyshey  Lower Limit Upper Limit
Chebyzhey 1465 2487

Monparametic | Lower Limit Upper Limit
Monparametric 0.394 1195
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6.4.4.2 With Non-detects

The prediction intervals for data with non-detects available in Scout are:

e MLE-t
e Lognormal ROS -t

e Nonparametric

o KM Chebyshev
o KM-t
o KM-z

Details of those intervals can be found in the ProUCL 4.00.04 Technical Guide and the
Scout Technical Guide.

1. Click Stats/GOF » Intervals » Classical » Prediction Intervals » With
NDs.

il

Scout 4.0 - [D:¥NarainkScout_For_WindowsScoutSourceWorkDatInExce \Datakcensor-by-grpsi]

/i Outliers/Estimates  Regression  Multivariate EDA&  GeoStats  Programs  ‘Window Help

Descriptive vz 3 4 5 g 7 g
GOF - . : D % | GroupT [ U_L:;Euupl' Giroup2x | U_b;ﬁupz- Groupa< [ u_u;bupd
: Hypothesis Testing 1 T — o ERm—E T i
) | Inkerals 2 Prediction Interwals  » Mo MDs }1 19933 ]

D:ANarainScout_Fo.. 2 Robust  » Taolerance Inkervals — » \With MDs J )
FrediaMDs. ost 3 1 452 S——— e Edene Tnberenls K 93,659 1
4 1 7233 1 Upper (Right-Sided) 1 97.334 1
: = : e a : == :
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [fthe results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

e Click on “Options” for interval options.
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5] Options Tolerance Intervals With NDs @

Confidence Level
Coverage 0.4

Number of Bootstrap Operations 2000

QK Cancel

A

o Specify the preferred “Confidence Level.” The default is
“0.95.”

o Specify the number of future k values. The default is “5.”
o Click “OK” to continue or “Cancel” to cancel the options.

e Click “OK” to continue or “Cancel” to cancel the computations.
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Output for Classical Prediction Intervals with Non-detects.

{ Prediction Intervals for D atasets with HonDetects

198

IJzer Selected Options
Date/Time of Computation  2/25/2008 3:06:12 Ak
Fram File  D:AMarainScout_For_'windowshS coutS ourcehwfork D atlnE woelhD ata'censor-by-grps
Full Precizion  OFF
Mumnber of Future K. Walues &
Confidence Coefficient  0.95

X

General Statistics
Mumnber of %alid Obszervations 53
Mumnber of Digtinct Obszervations 49
Murnber of Hon-Detect Data 4
Mumnber of Detected Data 49
Minirmumn D etected 3.202
b amimurn Detected 1211
Percent Mon-Detects 7563
Minimurn Non-detect 1.5

b awimum Mon-detect 4

R aw Statishics
Mean of Detected Data B5.05
S0 of Detected Data 43.2

M aximum Likelihood E stimates [MLEs]

MLE bean 4886
1% Percentile 2] -59.95
5% Percentile 2] -28.07
10% Percentile 2] -11.08
Tzt Quartle (2] 1731
ROS Median [z]  48.86
Ird Cluartile 2] 8041

0% Percentile [z])  108.3

5% Percentile [2]  125.8

99% Percentile [2]) 1577
MLE Stdv  4BF7



Output for Classical Prediction Intervals with Non-detects (continued).

Mormal Prediction Intervals
Lower Limit Lpper Limnit
MLE [f] -45.88 1436
Prediction Interval for Next 5 -77.37 1761

Mormal ROS Statistics
Minirurn of OS5 Data -49.33
Mean of ROS Data 48.06
Mazirmum of ROS Data 1211
S0 of ROS Data 4836

Monparamtric Percentilez Uzing ROS Data

1% ROS Percentile.  -49.33
A% ROS Percentile.  -36.33
10% ROS Percentile 3513
Tzt ROS Quartile 603
ROS Median  24.26
Jrd ROS Quartile. 9573

A0% ROS Percentile 1076

5% ROS Percentile. 1123

93% ROS Percentile. 1187

Parametnc Percentiles Using M ormal Distnbubon
1% ROS Percentile [2] -64.44
5% ROS Percentile 2] -31.49
10% ROS Percentile [z]  -13.92
12t ROS Quartle [2]  15.44
ROS ROS Median (z) 4806
HdROS Quartile [z]) 8068

90% ROS Percentile [z] 110
95% ROS Percentile [2] 1276
99% ROS Percentile [z] 1606

Mormal ROS Prediction Intervals
Lower Limit  Upper Limit
Mommal  -43.89 145
Prediction Intereal for Mest 5 8246 178.E
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Output for Classical Prediction Intervals with Non-detects (continued).

K.aplan Meier Distribution Free Statistcs

Mean  51.14
1% Percentile [z]  -49.66
B% Percentile [z]  -2013
10% Percentile [z -4.389
Tzt Quartilz [z 21.91
Median[z] 51.14
Jrd Quartile [2] 8036

0% Percentile [z 106.7

95% Percentilz [2]1 1224

99% Percentilz [z 151.9
Standard Dewiation  43.33
K.aplan keier SEM 6013

M onparametric Prediction Intervals
Lower Limit | Upper Lirmit
kM Chebpshey  -144.5 2467
kM) -36E2 1389
kM [z] -34.58 1369
Prediction Interval for Mext 5 -BR.A 1631

6.5 Robust Intervals

Various robust and resistant univariate intervals (confidence intervals, prediction
intervals, tolerance intervals, and simultaneous intervals) can be computed using Scout.
For details of those robust intervals, refer to Kafadar (1982) and Singh and Nocerino
(1997). Singh and Nocerino (1997) discussed the performance of those intervals.
Typically, those robust procedures are iterative requiring initial estimates of location and
scale. In Scout, those robust intervals can be computed using the mean and the standard
deviation, or median and MAD/0.6745 as the initial estimates of center and location. The
different methods for the computation of the robust intervals available in Scout are:

e PROP (using PROP influence function)

e Huber (using Huber influence function)

e Tukey’s Biweight as described in Tukey (1977)

e Lax/Kafadar Biweight as described in Kafadar (1982) and Horn (1988)

e MVT (using trimming percentage)
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The performance of these intervals can also be compared using the graphics option in the
variable selection screen. If the graphics option is selected, then a plot of intervals will
be generated for all of the interval methods selected in the options window.

6.5.1 Robust Confidence Intervals

1. Click Stats/GOF » Intervals » Robust » Confidence Intervals.

= Scout 4.0 - [D:’\Naraink\Scout_For dows\ScoutSourceWWorkDatinExcel\STACKLOSS]

B File Edit Configure Data Graphs §& 8 DutlersiEstimates  Regression  Mulkivariate EDA& GeocStaks  Programs  \Window  Help
Iawigation Panel ] Descriptive r 3 4 5 B 7 £
Marne J | =oF 4 EMmp. . Acid-Conc . . . . .

Hypothesis Testing  » o~ s
D:MarainiScout Fo. 1 Inkervals 3 Classical » | .
2 5 Prediction Intervals
3 a7 75 Tolerance Inkervals
4 28 £2 Confidence Intervals
5' 18 B2 v} | Simulkanedus Intervals
5 1g g2 77 Group Analysis
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.

e [f'the results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.
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e Click on “Options” for interval options.

(™ Robust Confidence Intervals Options @

—PROP Method Options

[ # Iterations 1 Initial Eztirnate | Influence Alpha — [ MDz Distribution
{ (v
¥ EROP ’T" tMean/Stdy 005 Beta
+ Median/dal " Chizquared

—Huber Method Options

[ # Iterations 1 Initial E gtirnate | Influence Alpha — 1 MDz Distribution
L v
e ’T“ tean/Stdy 005 Beta
" Medianda0 " Chizggquared

i~ Tukey Biweight Method Options
— # Iterations i~ Initial Eztimate 1 Tuning Constants

Tukey " Mean/Std
H Biweight 10 sl 4 4

+ Medan/dal

b aximum Location Scale
— Lax/K.atadar Biweight Method Options Confidence Level
[~ # Iterations i~ Initial Eztimate i~ Tuning Congtant T
Lax/K.afader ™ Mean/Stdy :
Ve 10 4
b axirnvirn " Mediandsm

i~ MYT Method Options
— # Iterations i~ Initial Eztimate — Trimming %

I;‘- MYT ’T 7 Mean/Stdy IT R
* Median/dal
Cancel

4

o Choose your methods and options. All of the options displayed
in the above graphical user interface (GUI) are the default
options.

o Click “OK” to continue or “Cancel” to cancel selected options.

e Click “Graphics” for the graphics option.
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ﬂg Confidence Intervals Plot @

[v Generate Robust Intervals Plat

Intervalz Plot Title

|Fh:ubust Confidence Intervals

o Click “OK” to continue or “Cancel” to cancel graphics

options.

e C(Click “OK” to continue or “Cancel” to cancel the computations.

Output for Robust Confidence Intervals.

Date/Time of Computation
Usger Selected Options
Fram File

Full Precizsion

Confidence Coefficient
PROP Methad

Huber Method

Tukey Biweight Method

Lawsk.afader Biweight b ethod

MYT Method

Stack-Loss
Humber
Obs.

Clazzical 2

Initial

Method Mean
PROP 15
Huber 16
Tukey Biweight 15
Lax Kafader Biweight 15

MYT 15

Robust Confidence Intervals

1/15/2008 11:48:55 AM

LM araintS cout_For_windowshS coutS ourcetiwiork D atinE xcelb S TACKLOSS
OFF

095

Influence Function Alpha of 0.05 with MDs following Beta Distribution.
PROF ClLs derived using 10 Iterations and initial estimates of median/MAD.
Influence Function Alpha of 0.05 with MDs following Beta Distribution.
Huber Cls derived using 10 Iterationz and initial estimates of median/taD.

Location Tuning Constant of 4 and a Scale Tuning Canstant of 4

Tukey Clz derived uzing a Maximum of 10 lterationz and initial estimates of median/tal,

Tuning Congtant of 4

Lawskafader Cls derived uzing a Maximum of 10 lterationz and initial estimates of median/dal,

Triming Percentage of 10%
MYT Clz derived uzing 10 [terations and initial estimates of median/MAD.

Standard MAD/

Mean Median Deviation 0.6745% SE Mean Criticalt
17.52 15 1017 5493 222 2.086

Initial Final Final

Stdv Mean Stdv Wsum SEM Critical t
593 133 4206 17.13 1.016 2119

593 16.76 a7 203 1.951 209

593 1321 5.835 16.63 1.432 2124

593 1457 7.571 17.42 1.814 2116

593 15.21 7413 15 1.701 21m

LCL
12.83

LCL
11.14
1268
1017
10.74
11.64

ucL
2215

ucL
15.45
20.84
16.25
12.41
18.78
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Output for Robust Confidence Intervals (continued).

Robust Confidence Intervals

@ @ @ a B @

W hiean
M tedean

Data

i i Hwi:';'cerwals for Stack-Lo;uskey i il
6.5.2 Robust Simultaneous Intervals
1. Click Stats/GOF » Intervals » Robust » Simultaneous Intervals.

= Scout 4.0 - [D:MWarain\Scout_For_ Windows\ScoutSourceXWorkDatInExce BSTACKLOSS]

oL File Edit Configure Data Graphs Bl OutlisrsiEstimates Regression  Multivariste EDS  GeoStats Programs  ‘Window  Help

Mavigation Panel ‘ || Descriptive L 3 F 5 = 7 c
| & emp. . Acid-Conc . . . . .
Mame | Hypothesis Testing  » E o
! Intervals r Classical » |
RobConflnt. ost Z Prediction Intervals
3 Tolerance Intervals
4 28 E2 24 Confidence Intervals
5 18 B2 22 Simultaneous Interyvals
" 13 2 23 Group Analysis
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables™ screen.
e [f'the results have to be produced by using a Group variable, then select a

group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
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user should select and click on an appropriate variable representing a

group variable.

e Click on “Options” for interval options.

(™ Robust Simultaneous Intervals Options

PROF Method Options

v FROF

Huber tethod Optionz

v Huber

Tukey Biweight kethod Options

Tukey
4 Biweight

Lax/K.afadar Biweight tethod Options

LanK.afader
¥ Biweight

kYT b ethod Options

v MY

B

B

0

10

0

[ritial E ztimate
" MeanStdy

* tedian/Mal

Initial E ztimate
" MeanStdy

* pedian/Mal

[ritial E ztimate
" MeandStdy

o tedian/Mal

[ritial E ztimate
" MeandStdy

o+ tedian/Man

[ritial E ztimate
" MeandStdy

o tedian/Mal

[nfluence Alpha

0.05

[nfluence &lpha

0.05

Tuning Congtants

i

Laocatian
Tunring Congtant

i

Trirmming %

o

kD =z Distribution
¥ Beta

" Chizquared

kD =z Distribution
¥ Bety

" Chizquared

i

Scale

Confidence Level

0.95

oK,

Cancel

4

e (lick “Graphics” for the graphics option.

o Specify the preferred options. All of the options displayed are

o Click “OK” to continue or “Cancel” to cancel the options.
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Egl Simultaneous Intervals Plot E]

[v Gernerate Bobust Intervals Plat

|ntervals Plot Title

|Fh:u|:uust Simulkaneous [ntervals

] Canicel

A

o Click “OK” to continue or “Cancel” to cancel graphics
options.

e C(lick “OK” to continue or “Cancel” to cancel the computations.
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Output for Simultaneous

Intervals.

; Robust Simultaneous Intervals/Lmis [SLs)

DratesTime of Computation
Jzer Selected Options
Fram File:

Full Precizion

Confidence Cosfficient
FROP Method

Huber tethod

Tukey Biweight Method

Lax/F.afader Biweight Method

MYT Method

Mumber
Obs.
Clazsical 53

Initial

Method Location
PROP 2456
Huber 2456

Tukey Biweight 24 BB
Lax Kafader Biweight 24 BB
MYT 24.56

2425742008 3.22:03 AM

[:\M arain' 5 cout_For_windowsh\ScoutS ource’work D atlnE xcelhD ata\censor-by-grps1

OFF

0.95

Influence Function Alpha of 0.05 with MDz following Beta Distribution.

PROF SLs derived using 10 Iterations and initial estimates of median/Mal,

Influence Function Alpha of 0.0% with MDs following Beta Distribution.

Huber SLs derived using 10 Iterations and initial estimates of median/MaD.

Location Tuning Constant of 4 and a Scale Tuning Constant of 4

Tukey SLe denved uging a Mawimum of 10 Iterations and initial estimates of median/tAD.
Tuning Congtant of 4

Law/F.afader SLs derived using & Maximum of 10 Iterations and initial estimates of median/MAD,
Triming Percentage of 10.08%

M%T SLs derived using 10 [terations and initial estimates of median/MAD.

D2M ax represents unsquared critical value of M ax-MD [M ahalanobis Distances] computed based upon Wsum Values

Standard  MAD/

Mean Median Deviation 0.6745% D2ZMax LSL usL
511 2456 4378 30.48 3151 -36.88 1891
Initial Final Final

Scale Mean Stdv Waum D2M ax L5L usL
3043 51.1 4374 53 315 -86.88 1891
30,48 51.1 4374 53 3151 -86.88 1891
3043 14.95 158 4 3047 -33.48 £3.38
3043 14.02 13.09 4583 2T -26.9 5493
30,48 44 44 40.48 48 iz 81.52 170.4
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Output for Simultaneous Intervals (continued).

Robust Simultaneous Intervals
200

100

@ cmmaEme @ 0o
@ o aBERe @ oo

W vean
M Medean

Data

-100

Classical PROP Huker Tukey Lax Kafader MYT
Intervals for X

6.5.3 Robust Prediction Intervals
1. Click Stats/GOF » Intervals » Robust » Prediction Intervals.

™ Scout 4.0 - [D:arainkScout_For_Windows\ScoutSourcesWorkDatInExce 35 TACKLOSS]
oY File Edt Configure Daka  Graphs

=8 Cutliers/Estimates Regression  Multivariate EDA  GeoStats  Programs  Window  Help

Mavigation Panel l Descriptive L < 4 g 6 7| g8
Il -=+F 4 , - Acid-Conc : . : - :
Nare | Hypothesis Testing  » il — -l
= 1 s 23
. 5 Classical *» | __ .
RobCaonflnt.ost 2 Prediction Intervals
FobSimulnt. ost 3 I 78 TR Talerance Intervals
4 28 E2 24 Confidence Inkervals
5 18 B2 22 Simultaneous Intervals
E 18 2 77 Group Analysis
2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.
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e [f'the results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a

group variable.

e Click on “Options” for interval options.

[® Robust Prediction Intervals Options

FROF Method Options

v PROF

Huber Method Dptions

[v Huber

Tukey Biweight tethod Options

Tukey
M i

Lax/t.afadar Biweight Method Options

Lawst.afader
M| Bieight

kYT kethod Options

v BT

B

T

T

10

T

Initial E stimate
" Mean/Stdy

o+ Median/MaD

Initial E stimate
[ Mean/Stdy

o+ Median/MaD

[ritial E ztimate
[ Mean/Stdy

o Median/MaD

[ritial E ztimate
[ Mean/Stdy

o Median/MaD

[ritial E ztimate
[ Mean/Stdy

o Median/MaD

Influence Alpha

0.05

Influence Alpha

0.05

Tuning Conztants

T

Location
Tuning Conztant

i

Trimming %

e

e Click “Graphics” for the graphics option.

bCrs Dristribution
(* Beta

" Chisquared

vz Dristribution
(* Beta

" Chisquared

i

Scale

Confidence Level

0.95

Future or Mest k.

4

o Specify the preferred options. All of the options displayed are

o Click “OK” to continue or “Cancel” to cancel the options.
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ﬂg Prediction Intervals Plot @

[v Generate Robust Intervals Plat

Intervalz Plot Title

|Fh:u|:uust Predictionlntervals

] Cancel

A

o Click “OK” to continue or “Cancel” to cancel graphics

options.

e C(Click “OK” to continue or “Cancel” to cancel the computations.

Output for Robust Prediction Intervals.

Date Time of Computation
|Jzer Selected Options
Frarm File

Full Precizsion

Confidence Coefficient
PROP Method

Huber Method

Tukey Biweight Method

LaxF.afader Biweight Method

MYT Method

Air-Flow
Number
Obs.
Classical 21
Initial
Method Mean
PROP 58
Huber 52
Tukey Biweight it}
Lax K.afader Biweight L]
MYT &8
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{ Robust Prediction Intervals

1/15/2008 121344 PM

D:AMarain\Scout_For_wWindowshS coutS ourcetw'ork D atlnE rcelhSTACKLOSS

OFF

0.95

Influence Function Alpha of 0.05 with MDs following Beta Distribution,

PROF FPLs derived using 10 Iteratiohz and initial estimates of median/tal.

Influence Function Alpha of 0.05 with MDs follmwing Beta Distribution.

Huber PLz derived uging 10 lterations and initial estimates of median/al,

Location Tuning Congtant of 4 and a Scale Tuning Congtant of 4

Tukey PLs derived using a Masimum of 10 Iteration: and initial estimates of median/tMAD.
Tuning Congtant of 4

Law/k.afader PLz derived using a Maximum of 10 lterationz and initial estimates of median/dal.
Triming Percentage of 10%

MWT PLz derived using 10 Iterations and initial estimates of median/ta0.

Standard  MAD/
Mean Median Deviation 06745 SE Mean Ciriticalt LPL uPL
B0.43 58 9168 5.93 2.0m 2086 40.85 a0
Initial Final Final
Stdv Mean Stdy Wsum SEM Critical t LPL uPL
593 57.18 h.02 17.54 1199 2114 46.26 E5.09
593 £0.07 8.546 2062 1.882 2083 41.79 78.34
593 57.48 7.438 17.66 1.784 2113 4119 7376
593 53.41 4164 1484 1.081 2147 50.18 E5.E5
593 58.37 E.803 19 1562 21m 4369 7304



Output for Robust Prediction Intervals (continued).

Robust Predictionintervals

Wtean

M tiedean

Data

100

oo

Clagsical PROP Tukey Lax Kafader hT

Huber
Intervals for Stack-Loss

6.5.4 Robust Tolerance Intervals
1. Click Stats/GOF » Intervals » Robust » Tolerance Intervals.

1= Scout 4.0 - [D:iNarain\Scout_For Windows\ScoutSource WorkDatinExce AS TACKLOS5]

o Fle Edit cConfigure Data Graphs

Outliers/Estimates Regression  Mulkivariate ED&  GeoStats  Programs  Window  Help

Mavigation Panel ] Descriptive L4 | 2 3 4 5 B 7 B
I | G0F | | [ |

Marme 4 Lemp. .Acid-Conc-

e
Classical » | .

Hvpothesis Testing  #

RobConflnt. ost
RobSirmulnt. ast
RobPredint ost

T Prediction Intervals
krl i

Talerance Intervals

[ p B B S R

28 B2 24 Confidence Intervals
18 B2 22 Simultaneous Inkeryals
18 ) 273 Group Analysis

2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.
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e [f'the results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a

group variable.

e Click on “Options” for interval options.

™ Robust Tolerance Intervals Options

FROF Method Options
# lterahions

T

v FROFP

Huber Method Options
# lterations

T

v Huber

Tukey Biveight Method Options

# lterahions
Tukey
4 Biweight 10
% =

Lax/K.afadar Biweight Method Ophions

# lterahions
Lax - afader
v Biiweight 10
b airnLimm

k% T Method Ophions
# lterahions

T

v biWT

[nitial E ztimate

" Mean/Stdw
* Median/MaD

[nitial E zhimate

" Mean/Stdw
* Median/MaD

[ritial E ztimate

[ Mean/Stdw
o+ Median/MaD

[ritial E ztimate

[ Mean/Stdw
&+ Median/MaD

[ritial E ztimate

[ Mean/Stdw
o+ Median/MaD

Influence Alpha

0.05

Influence Alpha

0.05

Tuning Congtants

i

Location
Tuning Congtant

i

Trimming %

o

kD= Diztrbution
(* Beta

" Chizguared

kD= Diztrbution
(* Beta

" Chizguared

i

Scale

Confidence Lewvel

0.95

Coverage %

o8

OF.

Cancel

e

o Specify the preferred options. All of the options displayed are

defaults.

o Click “OK” to continue or “Cancel” to cancel the options.
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Click “Graphics” for the graphics option.

E Prediction Intervals Plot @

[v Generate Robust Intervals Plat

Intervals Plot Title

|Fh:n|:nust Predictionl nterealz

k. Cancel

4

o Click “OK” to continue or “Cancel” to cancel graphics
options.

Click “OK” to continue or “Cancel” to cancel the computations.
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Output for Robust Tolerance Intervals.

{ Robust Tolerance Intervals/Limits [TLs]

DatedTime of Computation
|Jzer Selected Options
From File

Full Precizion

Confidence Coefficient
Coverage

PROP Method

Huber tethod

Tukey Biweight Method

Lax¥.afader Biweight Method

YT Method

Humber
Obs.
Classical 53

Initial
Method Location
PROP 2456
Huber 24 56
Tukey Biweight 24 56
Lax Kafader Biweight 24 56
MYT 24 56

214

2/25/2008 3:23:20 AM

D:AMaraintScout_For_windowshS coutSource W ork D atl nE scelhD atahcensor-bp-gips1

OFF

0.95

04

Influence Function Alpha of 0.05 with MDs following Beta Distribution.

PROP TLs derived using 10 Iterations and initial estimates of median/MAD.

Influence Function Alpha of 0.05 with MDs following Beta Distribution.

Huber TLs derived uzing 10 Iterations and initial estimates of median/MAD.

Location Tuning Congtant of 4 and a Scale Tuning Constant of 4

Tukey TLs derived using a Mawimurm of 10 lterations and initial estimates of median/MA0.
Tuning Conzstant of 4

Law/kafader TLs derived using a Mawimurm of 10 Iterations and initial estimates of median/ta0.
Triming Percentage of 10%

kYT TLz derived uzing 10 Iterations and initial estimates of median/MAD.

K.2 represents the two-sided cutoff for tolerance intervals and is computed based upon Wsum Yalues

following the procedure described in Hahn and M esker [1991)

Standard MAD/

Mean Median Deviation 06745 k2 LTL uTL
51.1 24,56 4378 30.48 1.933 35,74 137.9
Initial Final Final

Scale Mean Stdv Wzum k2 LTL uTL
3043 51.1 4378 53 1.933 35,74 137.9
3048 51.1 4378 53 1.983 3574 1379
3043 14.95 159 41 2.045 -17.56 47 46
3048 14.02 1309 4983 1.997 1212 4015
3043 44.44 40,43 48 1.933 -35.85 124.7



Output for Robust Tolerance Intervals (continued).

Robust Tolerance Intervals

1400

1300

1200 ° b

a s

1100 ] ]

- a

1000 ! i

800 8 ¢

a o

a o

80.0 H H
700
0.0

‘E 500 W tean
o M tedean
400 S
300
200
100
00
100
200
300
400
-500
Classical PROP Huber Tukey Lax Watader MyT

Intervals for X

6.5.5 Intervals Comparison

1. Click Stats/GOF » Intervals » Robust P Intervals Comparison.

= Scout 2008 - [D:iNarainyScout_For_ Windows\ScoutSourceiWorkDatlnExce NBRADU]

o) File Edt Configure Data Graphs 8e8 Outliers/Estimates Regression  Mulkivariate EDA  GeoStats  Programs  ‘Window  Help
Mavigation Panel I Descriptive . 3 4 5 6 7 £
R J BOF %1 w2 3

Hypothesis Testing  » R 198 383
DM araimdSc 1 =k i ’ ;
2 2 Intervals Classical ¥ | _ L :
IntCaomp. gst 2 Prediction Intervals
3 3 03 2 __ Tolerance Inkervals
4 4 95 23 Confidence Intervals
5 [ 10 10.3 Simultaneous Intervals
B G 10 1mna | Interval Comparison

2. The “Select Variables” screen (Section 3.2) will appear.

e Select one or more variables from the “Select Variables” screen.
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If the results have to be produced by using a Group variable, then select a
group variable by clicking the arrow below the “Group by Variable”
button. This will result in a drop-down list of available variables. The
user should select and click on an appropriate variable representing a
group variable.

Click on “Options” for interval options. The options screens shown below
are the default options screen and the options screen for the PROP
method.

= OptionsintervalsRobustGA

Select Method Confidence Level Converage
+ Classical = =

" PROF

" Huber

7 Tukey Biweight
" Lax Kafader Biweight

7 MYT

Select Intervals

Iv Prediction Intervals

Iv Talerance Intervals

Iv Simultaneous Intervals
Title for Method Analysis

0K Cancel | |Intewals

R



= OptionsintervalsRobustGA

Select Method Confidence Level Converage
0.95 08
" Classical
* PROF Initial Estimate: D'z Distribution
" MeandStdv + Beta
-
Hiber & Median/MAD € Chisquared
" Tukey Bivweight 5
# lterations Influence Alpha
" Lax K.afader Biweight | 0 005
I awirnum

" MYT

Select Intervals

W Prediction Intervals

W Talerance Intervals

W Simultaneous Intervals
Title for Method Analysiz

oK Cancel | ||nterva|s

o

o Click “OK” to continue or “Cancel” to cancel the options.

Specify the preferred options.

Click “OK” to continue or “Cancel” to cancel the computations.

Output for Intervals Comparison (Default Options — Classical on data set BRADU.xls).

a7

77

BT

57

a7

a7

27

o7

03

23

i

43

a3

63

7

83

93

Classical Intervals

I 95% Prediction Limits
MLower = 5727176

W upper = 8 2845111

W 555 Simuttaneous Limits
W Lower = 1018796

W Upper = 12 745230

[ W W Il 35% Tokerance Limts
o B with 90% Coverage
o o o o o oW wy ! WLower = 548152
& | Wupper =7.9754854
W Ciassical Mean
Ml Mean = 1.2766857

[l Series 11

20 24 28 32 36 40 44 43 52 56 B0 B4 B8 72 75
Index of Observations
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Output for Intervals Comparison (Default Options — PROP on data set BRADU.xls).

Robust PROP Intervals using Median/MAD

108 &
= ]
" Gm o
385 = z
i o
88
78
o I 95% Fresiction Limts
: W Lower = 1185427
W Upper = 1.0531190
z8 [ 5% Simuitaneous Limits
W Lovver = 1862105
W Upper = 1 7297575
> 48
Wl 953 Tolerance Limits
W with 0% Coverage
- W Lover =-1146212
Bl Upioer - 10139043
W FROP Mean
23 Ml tean = -0.066154
18
a8 o ] =
o ] o = H W ) W = ™ K]
'] Il
@ @ o
] a® 5 - 2l )
-02 ] ] o x F]
" e = I a ]
& a @ = = ]
e s = @ @ m ®
- @ = = =
12
22
0 4 8 12 16 0 24 ] a2 £ 40 44 48 52 56 &0 64 68 72T
Index of Observations
W series 11

6.5.6 Group Analysis

This option in Scout is used for comparing the intervals for each of the groups in a

particular variable of the data.

I. Click Stats/GOF » Intervals » Robust » Intervals Comparison.

]

Scout 2008 - [D:\Warain\WorkDatIinExce\FULLIRIS-nds]

o=l @&l File Edit Configure Data Graphs 8 oM OutliersfEstimates QAMIC  Regression  Mulbivariste ED&  GeoStats  Programs  Window  Help
Mavigation Panel ] | | Descriptive L4 3 4 5 E 7 g q
Mame | & E»?;thesis Testing : tiw: pt'le”gah‘ pt""'idthz |E=I:|Sn|?h 3?:51 - I:I;E:h - d—pt'Wid";
L Classical » | _ :
2 Prediction Intervals ! ! !
3 1 47 FETTT Tolerance Intervals 1 1 1
4 1 45 31 1) Corfidence Inkervals 0 0 0
5 1 5 36 1/  Simulkaneous Intervals 1 1 1
= 1 54 39 1) Individual Intervals 1 i 1
7 1 45 34 1 Interval Comanson - A = A
Prediction Intervals by Group
g 1 5 3.4 1. ) Tolerance Intervals by Group
9 1 44 2.3 1.4 0.z 0 Confidence Intervals by Group
10 1 49 31 15 01 1 Simultaneous Inkervals by Group
1 1 54 a7 15 nz 1 Individual Intervals by Group
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i

The “Select Variables” screen (Section 3.2) will appear.

Options Prediction Intervals Comparison by Group

e Select one or more variables from the “Select Variables” screen.

e Select the Group variable by clicking the arrow below the “Group by

Variable” button. This will result in a drop-down list of available
variables. The user should select and click on an appropriate variable
representing a group variable.

e (lick on “Options” for interval options. The options screen shown below
is the options screen for the PROP method.

Select Method Confidence Level Future K.
" Clazsical 0.95 1
' PROP Initial E stimate MDs Distibution
“ Huber ™ Mean/Stdy {* Beta

* Median/1.48MAD " Chizquared ¥ Use Default Title
" Tukey Biweight

# [terati Infl Alph
" Law K.afadar Biweight Fraans e

10 1025

O MWT

bl swimum oK Cancel y

o Specify the preferred input parameters for PROP method.

o Click “OK” to continue or “Cancel” to cancel the options.

e C(lick “OK” to continue or “Cancel” to cancel the computations.

219



Output for Group Analysis (PROP Options — FULLIRIS.xls).

T
Group 3
n=50

sd =060
Wisum = 43.40

ngth (Future K =1)
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